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Sparse representation scheme is very influential in visual tracking field. These L1 

trackers obtain robustness by finding the target with the minimum reconstruction error via 
L1 norm minimization problem. However, the high computational burden of L1 
minimization and absence of effective model for appearance changes may hamper its 
application in real world sceneries. In this research, we present a fast and robust tracking 
method that exploits a fast memory gradient pursuit algorithm (FMGP) with sparse 
representation scheme in a Bayesian framework to accelerate the L1 minimization process. 
For tracking, our approach adopts a non-overlapping covariance descriptor and uses a new 
similarity metric with scaled unscented transform. In order to reduce the problem of drift 
tracking, we construct a different template dictionary including benchmark template with 
different scales, adaptive background templates and stable templates. We test the proposed 
tracking method on the challenging image sequences. Both quantitative and qualitative 
results demonstrate the excellent performances of the proposed algorithm compared with 
several state of the art tracking algorithms. 
 
Keywords: non-overlapping covariance descriptor, fast memory gradient pursuit, L1 
minimization, visual tracking, scaled unscented transform 
 
 

1. INTRODUCTION 
 

Object tracking has long been extensively studied in computer vision field as it is 
widely applied in object identification, motion analysis, automated surveillance, human 
computer interaction, to name a few. The main challenge for tracking is to develop a 
robust and efficient tracking system which can handle appearance changes of the object 
and background. Numerous tracking methods have been proposed, such as Multiple 
instance learning [1], Distribution fields [2], Adaptive particle sampling and Adaptive 
appearance [3]. A though recent survey can be found in [3]. 

A visual tracking method usually consists of an appearance model which is first 
used to represent the target, a dynamic model, and a search strategy which is utilized to 
find the likely states in the current frame. In general, from the perspective of 
representation scheme, tracking algorithms can be classified as either generative 
algorithms or discriminative models. The former models typically focus on modeling 
appearance and use it to search for image regions with minimum reconstruction error as 
tracking results, such as ASLA [4], IVT [5], sparse representation referred to as L1 
tracker [6]. The latter algorithms pose object tracking as a detection problem in which a 
classifier is learned to separate the target object from its surrounding background within a 
local region, such as CT [7], MIL.  
Communicated by QIANG GUO. 
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Recently, much research has been focused on sparse representation methods. The 
pioneer work was reported in [8], where the algorithm is based on the Particle Filter 
framework. A sparse representation based appearance model in a visual tracking scenario 
is proposed, in which the target appearance is expressed as a sparse linear combination 
with a basis library consisting of target templates, positive and negative trivial templates 
via l1-minimization [9].The advantage of this method lies in the promised robustness for 
image corruptions. However, its extensive computational cost of the l1-minimization 
hampers the practical implementations. Another drawback is that the limitation of 
expressiveness of the object and model because it can be only represented by the 
subspace spanned by the training templates ignoring the discriminative information such 
as statistical and spatial correlation between the pixels [10]. Therefore, significant view 
or pose changes can not be handled efficiently.  

Several tracking algorithms have been developed within the Bayesian framework to 
handle the time consuming issue and improve the performance. Li et al. [11] adopt 
dimensionality reduction and customized Orthogonal Matching Pursuit (OMP) to 
accelerate the speed. However, we note that useful information such as color feature is 
not accommodated in [11]. A minimum error bounding strategy [12] is introduced to 
reduce the number of L1 norm minimization. In [13], Bao et al. propose a new L1 tracker 
based on the accelerated proximal gradient approach (L1APG). The templates used in 
these trackers are updated in a simple and unreliable way, which leads to drift tracking 
during appearance changes. Although these improved methods run faster than the 
original L1 tracker, there is still much room for improvement of robustness and 
efficiency.  

In this paper, inspired by application of OMP in compressive sensing tracking [11], 
we propose an efficient and robust tracking method. The contributions of our work are 
summarized as follows. 
• We propose a fast memory gradient pursuit (FMGP) algorithm for accelerating L1 
tracker, which makes use of the sparse signal recovery power to reduce the computational 
complexity without losing the tracking performance. Thereby, we formulate a more 
efficient tracker than state of the art tracker [12], [13]. 
• The appearance model is efficiently represented by non-overlapping covariance matrix 
which can accommodate more informative feature and more discriminative than the 
original image patch. Moreover, a new templates update scheme is involved in our 
tracker, which improves the robustness of the tracker. We also scale the target model to 
different scales and incorporate them in our template model. Thereby, to some extent, 
scale invariance can be achieved.  
• We develop a new metric approach of similarity of covariance feature match process by 
Scaled unscented transformation (SUT), which approximates mean and covariance 
representation on Euclidean vector space. The metric is simpler to calculate and better 
than other metrics for covariance matrix.  

Our method is different from [20], [34]. We take non-overlapping covariance matrix 
dividing target area into segments to represent target appearance model instead of [20] 
which obtain covariance matrix descriptor of the whole region without considering 
spatial information. The democratic integration method in [34] is for adaptive feature 
selection in appearance model phase while we use it as our update template strategy to 
model the variation. 
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2. CONTEXT AND RELATED WORK 

Our tracking algorithm is built upon a sparse representation tracking framework 
based on estimating the distribution of each target state by a particle filter. To present our 
model in the latter section clearly, we briefly review the particle filter approach in 
section2.1, and then L1 tracker or sparse representation in section 2.2. Some new 
tracking methods based on particle filter can be found in [14], [15], and [16]. In [17], 
multiple instance learning and local sparse representation are combined for tracking. 
 
2.1 Particle filtering 
 

The particle filter uses the available measurement information to estimate the 
hidden state variables. It approximates the posterior probability density function 
𝑝𝑝(𝑠𝑠0:𝑘𝑘|𝑧𝑧1:𝑘𝑘) by a group of random particles or samples �sk

i �
i=1
Ns with its corresponding 

weight �wk
i �

i=1
N

, where 𝑠𝑠𝑘𝑘  represent system state at the frame time instant 𝑘𝑘, 𝑧𝑧𝑘𝑘  is 
observation state which describes the location and the feature of the target in visual 
tracking task. The sample with the maximum weight is considered as the target. 

The weights of the samples are updated as 

𝑤𝑤𝑘𝑘𝑖𝑖 = 𝑤𝑤𝑘𝑘−1
𝑖𝑖 𝑝𝑝�𝑧𝑧𝑘𝑘�𝑠𝑠𝑘𝑘

𝑖𝑖 �𝑝𝑝(𝑠𝑠𝑘𝑘
𝑖𝑖 |𝑠𝑠𝑘𝑘−1

𝑖𝑖 )
𝑞𝑞(𝑠𝑠𝑘𝑘

𝑖𝑖 |𝑠𝑠0:𝑘𝑘−1
𝑖𝑖 ,𝑧𝑧0:𝑘𝑘)

 (1) 

where 𝑝𝑝�𝑧𝑧𝑘𝑘�𝑠𝑠𝑘𝑘𝑖𝑖 �  denotes the observation likelihood, 𝑞𝑞(𝑠𝑠𝑘𝑘𝑖𝑖 |𝑠𝑠0:𝑘𝑘−1
𝑖𝑖 , 𝑧𝑧0:𝑘𝑘)  denotes the 

importance distribution, 𝑝𝑝(𝑠𝑠𝑘𝑘𝑖𝑖 |𝑠𝑠𝑘𝑘−1
𝑖𝑖 ) is the transition probability distribution. 

In reality, some simple forms of the Eq. (1) have been proposed [18]. In the case of 
the bootstrap filter, the weights become the observation likelihood.  
 
2.2 Sparse representation  
 

For each particle, we can obtain a corresponding region using parameters such as 
coordination and size in the particle. Then, the particle can be represented in sparse 
representation framework which has been widely applied in numerous vision applications. 
In [18] [19], the target candidate is sparsely represented as a linear combination of the 
atoms of a dictionary composed of dynamic target templates and trivial templates.  

A new image target candidate patch 𝒚𝒚 ∈ 𝑅𝑅𝑑𝑑  can be approximately represented as a 
linear combination of templates 𝐓𝐓 . If given a region image template set 
𝐓𝐓 = �t1, t2, … , tNt � ∈ RD×Nt (D ≫ Nt)  containing Nt  target templates and a trivial 
template set 𝐄𝐄 = [𝐈𝐈,−𝐈𝐈] ∈ RD×2D , a common sparse representation model is then [6], 

𝐲𝐲 = 𝐓𝐓𝐓𝐓 + 𝐞𝐞 = [𝐓𝐓, 𝐈𝐈,−𝐈𝐈] �
𝐓𝐓
𝐞𝐞+

𝐞𝐞−
�  (2) 

where 𝐓𝐓 = �a1, a2, … , aNt �
T ∈ RNt  is a template coefficient vector, 𝐞𝐞 is the error vector. 

𝐞𝐞+  and 𝐞𝐞−  represent a positive trivial coefficient vector and a negative trivial 
coefficient vector, 𝐈𝐈 is the identity matrix. Let 𝐀𝐀 ≐ [𝐓𝐓,𝐄𝐄] ∈ RD×(2D+Nt ) is the over 
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complete dictionary and the sparse coefficient vector 𝐱𝐱 = [𝐓𝐓,𝐞𝐞+, 𝐞𝐞−] can be achieved 
via solving the following l1-norm minimization problem with non-negativity constraints. 

min‖𝐱𝐱‖1  s.t. ‖𝐲𝐲 − 𝐀𝐀𝐱𝐱‖2 ≤ 𝜀𝜀,   𝐱𝐱 ≽ 0 (3) 

𝑟𝑟 = ‖𝐲𝐲 − 𝐀𝐀𝐱𝐱‖2 (4) 

The residual is obtained by (4). The formula (3) is also well known as the basis 
pursuit denoising problem with a scalar 𝜆𝜆 as follows: 

min 1
2
‖𝐲𝐲 − 𝐀𝐀𝐱𝐱‖2

2 + 𝜆𝜆‖𝐓𝐓‖1  s.t. 𝑥𝑥 ≽ 0 (5) 

where 𝐓𝐓 is the control coefficient. 
The tracking result is the particle obtaining the smallest residual after projecting on 

the target template subspace. Therefore, the estimated tracking results as follows. 

𝐱𝐱� = argmin ‖𝐲𝐲 − 𝐓𝐓𝐓𝐓‖2 (6) 

Finally, the observation likelihood of state can be denoted as:  

𝑝𝑝(𝐲𝐲𝐭𝐭|𝐬𝐬𝐭𝐭) = 𝜗𝜗 exp(−𝜌𝜌‖𝐲𝐲𝐭𝐭 − 𝐓𝐓𝐓𝐓‖2
2) (7) 

Where 𝜗𝜗  is a normalization constant, 𝜌𝜌 is a constant controlling the shape of the 
Gaussian kernel.  

3. COVARIANCE DESCRIPTOR AND CORRESPONDING NOVEL 
SIMILARITY METRIC  

Region covariance were introduced by [20] as a novel region descriptor. Advantages 
of region covariance can be reviewed in [16][17]. The reason why we do not consider 
other descriptors such as SIFT and SURF which are more suitable for detecting the 
object in every frame for tracking system is that they are complicated to integrate into L1 
tracker framework. Let O be the observed image with the w × h × d dimensional 
feature image 𝐹𝐹, covariance descriptor extracted from O, 𝐹𝐹(x, y) = ∅(O, x, y), where ∅ 
can be any mapping from O to 𝐹𝐹 such as color, gradients, filter responses. The region 
𝑅𝑅 is represented by the 𝑑𝑑 × 𝑑𝑑 covariance matrix of the feature points 

𝐶𝐶 = 1
𝑁𝑁−1

∑ (𝑓𝑓𝑖𝑖𝑁𝑁
𝑖𝑖=1 − 𝜇𝜇)(𝑓𝑓𝑖𝑖 − 𝜇𝜇)𝑇𝑇  (8) 

where 𝑁𝑁 is the number of pixels in the region patch, and 𝜇𝜇 is the mean vector of the 
feature set {𝑓𝑓i}i=1

N . The element (𝑖𝑖, 𝑗𝑗) of a second order sample matrix 𝐶𝐶 ∈ 𝑅𝑅𝑑𝑑×𝑑𝑑  
represents the correlation between feature 𝑖𝑖 and feature 𝑗𝑗 at the specified position x and 
y in the image. When the extracted 𝑑𝑑-dimensional feature includes the pixel’s coordinate, 
the covariance descriptor encodes the spatial information of features.  
 
3.1 Related work on Covariance Metric  
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We choose the covariance descriptor as the target representation. However, some 
weaknesses need to be minimized before applying it to our tracking framework. We note 
that the covariance descriptor does not lie in the Euclidean space. As the covariance 
matrixes are symmetric positive-definite matrixes lied in the Lie algebra or the 
Riemannian Manifolds, computations involving this metric are expensive, especially for 
large matrices and even more so, in gradient based algorithms. The current common 
distance or similarity computations with covariance such as [20] and [21] tend to be very 
slow.  

A closely related one is Log-Euclidean metrics proposed in [22], which is also a 
Riemannian metric. By turning covariance matrices into symmetric matrices through 
logarithm map, the matrices can then be handled in Euclidean space. Thus the 
dissimilarity can be measured in the domain of logarithms by Euclidean metrics. 

𝜌𝜌(𝐶𝐶1,𝐶𝐶2) = ‖𝑙𝑙𝑙𝑙𝑙𝑙(𝐶𝐶1) − 𝑙𝑙𝑙𝑙𝑙𝑙(𝐶𝐶2)‖ (9) 

The similarity measurements mentioned above cannot be applied in real-time 
applications because of expensive computations and manifold mappings. In contrast to 
these approaches, where the similarity is approximated and computationally expensive 
processing steps are taken on Riemannian manifolds, we take the idea in [23] of relying 
on approximating the first and second order moments on Euclidean vector space. The 
idea is based on choosing a representative set of samples of two given distributions and 
to compute distance in Euclidean for similarity. We introduce the idea for approximating 
similarity of covariance descriptor through another way in section 3.2. 
 
3.2 The Scaled Unscented Transform (SUT) 
 

The unscented transformation is a method for calculating the statistics of a random 
variable which undergoes a nonlinear transformation and builds on the principle that it is 
easier to approximate a probability distribution than an arbitrary nonlinear function [23]. 
[23] take the unscented transform (UT) proposed in [24], which approximates a 
distribution by specified sampling sigma points instead of approximating an arbitrary 
non-linear function by mapping to manifolds. The mean and covariance of probability 
distributions can be matched efficiently by UT. However, its aggregation of selected 
sigma points will deteriorate when the dimension of sample vectors increases, and the 
radius of the sphere that bounds all the sigma points will increase, which introduce errors. 
To overcome the weakness of UT, we adopt the scaled unscented transform (SUT) [25], 
which control the expansion of the sigma points and ensure the positive semi-definiteness 
of estimated covariance matrix. 

In the following, the well studied mean and covariance descriptors, and the idea of 
approximation will be discussed. If given a set of sig points 𝑆𝑆 constructed with a sigma 
point selection algorithm such as the non-linear transform [26], the set of 2ns + 1 
vectors sj is generated as follows. 

𝑠𝑠0 = 𝜇𝜇 (10) 

𝑠𝑠𝑗𝑗 = 𝜇𝜇 + ��(𝑛𝑛𝑠𝑠 + 𝜆𝜆)𝑃𝑃𝑠𝑠�𝑗𝑗   𝑗𝑗 = 1,2, … ,𝑛𝑛𝑠𝑠  (11) 
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𝑠𝑠𝑗𝑗+𝑑𝑑 = 𝜇𝜇 − ��(𝑛𝑛𝑠𝑠 + 𝜆𝜆)𝑃𝑃𝑠𝑠�𝑗𝑗   𝑗𝑗 = 𝑛𝑛𝑠𝑠 + 1, … ,2𝑛𝑛𝑠𝑠  (12) 

with λ = α2(ns + ω) − ns  representing the scale parameter, where 𝑗𝑗  denotes the 
index , ��(𝑛𝑛𝑠𝑠 + 𝜆𝜆)𝑃𝑃𝑠𝑠�𝑗𝑗  defines the j-th column or row of the square root matrix, α 
determines the spread of the sigma points around mean μ, 𝑃𝑃𝑠𝑠 is the covariance and ω is 
a secondary scaling factor.  

The estimated mean 𝜇𝜇′and covariance 𝑃𝑃𝑠𝑠′of S are computed as follows. 

𝑃𝑃𝑠𝑠′ = ∑ 𝑤𝑤𝑗𝑗𝑐𝑐(𝑠𝑠𝑗𝑗 − 𝜇𝜇)2𝑛𝑛𝑠𝑠
𝑗𝑗=0 (𝑠𝑠𝑗𝑗 − 𝜇𝜇)𝑇𝑇  (13) 

𝜇𝜇′ = ∑ 𝑤𝑤𝑗𝑗𝑚𝑚𝑠𝑠𝑗𝑗
2𝑛𝑛𝑠𝑠
𝑗𝑗=0      (14) 

Each sigma point has its corresponding weight 𝑤𝑤𝑖𝑖 , as follows: 
 
𝑤𝑤0
𝑚𝑚 = 𝜆𝜆

𝑛𝑛𝑠𝑠+𝜆𝜆
                                                    (15) 

𝑤𝑤0
𝑐𝑐 = 𝜆𝜆

𝑛𝑛𝑠𝑠+𝜆𝜆
+ 1 − 𝛼𝛼2 + 𝛽𝛽 (16) 

𝑤𝑤𝑖𝑖𝑚𝑚 = 𝑤𝑤𝑖𝑖𝑐𝑐 = 𝜆𝜆
2(𝑛𝑛𝑠𝑠+𝜆𝜆)

       𝑗𝑗 = 1,2, …𝑛𝑛𝑠𝑠  (17) 

where 𝛽𝛽 is a parameter which minimizes the effects from high order terms, we set 
𝛽𝛽 = 2  for Gaussian distribution, the superscript m represents the weight for the mean 
calculation, the superscript c indicates the weight for the covariance calculation. 

The adoption of SUT allows us to increase the robustness of the final technique 
without any extra computational expenses [27]. It is obvious that each of these generated 
vectors 𝑠𝑠𝑖𝑖  describes a d-dimensional Euclidean space. Consequently, the approximated 
covariance representation in Euclidean vector space derived by SUT enables a plausible 
and simple integration into the tracking framework. 
 
3.3  Approximated Non-overlapping Covariance descriptor 
 

As the covariance descriptor is more robust to problems such as pixel-pixel 
misalignment, changes in pose and illumination, we then choose it as our target 
descriptor. However, it is not suitable for L1 tracker. To increase the robustness of 
tracking and handle the tracking procedure during occlusions, we divide the object region 
patch into 𝑝𝑝 × 𝑞𝑞 small non-overlapping blocks, and then each block is represented by a 
reference region covariance matrix feature respectively, denoted as 𝐶𝐶𝑖𝑖𝑗𝑗 , i = 1,2 … , p, j =
1,2 … , q. To obtain the feature vector 𝑆𝑆𝑖𝑖𝑗𝑗 , the adoption of the SUT, which can compute 
distances between covariance descriptors efficiently and discriminately on Euclidian 
space,  is different from [28] applying the Log-Euclidean mapping to 𝐶𝐶𝑖𝑖𝑗𝑗 . Finally, all 
feature vectors 𝑆𝑆𝑖𝑖𝑗𝑗  are concatenated to constitute the final representation. After 
concatenating these vectors into one and deleting other blocks’ position information, the 
object can be described by our approximated non-overlapping covariance feature vector 
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𝑐𝑐. Consequently, the feature can be applied to sparse representation framework. 
The use of the above approximated non-overlapping covariance matrix bring 

multiple advantages. First, it fully captures both spatial and statistical information of the 
target. Second, it provides an elegant solution to merge different features and modalities 
with an economic computational time. Third, it provides a covariance representation on 
Euclidean space and is capable of comparing regions similarity efficiently using classic 
Euclidean distance metric. Though the covariance feature contains position information 
of an image patch, the position information of sparse representation is indistinct after 
transform. Thereby, we discard trivial templates for occlusion reasoning in [9]. 

4. PROPOSED TRACKING ALGORITHM 

In section 3, covariance descriptor and its metric is adopted to represent the target, 
we use L1 tracker framework based on particle filter in section 2 to analyze the candidate 
location at next frame. In this section, we give the details of our tracking method. The 
efficiency of L1 tracking framework is improved by merging our MGP algorithm.   
 
4.1 Fast Memory Gradient Pursuit Algorithm 
 

The Eq.(3) can be solved by greedy approximation approach which is generally 
categorized into two types. One type is Matching Pursuit such as Orthogonal Matching 
Pursuit (OMP) [29], Regularized Orthogonal Matching Pursuit (ROMP) [30], which are 
iterative greedy algorithms that select atoms most correlated with the current residuals at 
each step. The solutions are obtained by least square method. However, the Matching 
Pursuit methods are inefficient and cause heavy computation burden, especially when the 
number of particle is large in tracking. Another type of greedy approximation is direction 
pursuit approach. The latter has faster convergence rate than matching pursuit type and 
can reduce computation time with gradient pursuit method.  

In [6][9], Xue proposes the L1 tracker using preconditioned conjugate gradients 
algorithm as reconstruction algorithm. Li et al. [11] adopt customized Orthogonal 
Matching Pursuit as reconstruction algorithm. We propose a fast memory gradient 
method to reduce the reconstruction time and solve the l1-minimization problem 
efficiently. More details of experimental results of MGP are available in [31]. 

Our FMGP algorithm firstly adopts regularization orthogonal matching strategy to 
select atom sets fast and efficiently. Then under the framework of direction pursuit, the 
search step size is determined by non-monotonic linear search strategy and update 
direction is fixed with the memory gradient algorithm. After that, sparse coefficients are 
achieved. The proposed algorithm takes advantages of globally fast and stable 
convergence of memory gradient algorithm with Armijo line search to avoid local 
optimal solution. Gradient methods usually take the form as follows. 

 
        𝐱𝐱𝑛𝑛 = 𝐱𝐱𝑛𝑛−1 + α𝑛𝑛−1𝐝𝐝𝑛𝑛−1                                           (18) 
 
Where 𝐱𝐱n  is the n-th approximation to the solution, 𝐝𝐝𝑛𝑛−1 is a search direction, αn−1 
is a step size. We also denote function 𝑙𝑙(⋅) as gradient function. Iterative method is 
widely used for the solution. During the algorithm of conjugated gradient, direction is 
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updated by conjugated gradient. The memory gradient method also aims to accelerate the 
steepest descent method and achieve a stable convergence at the same time, which take 
negative gradient direction of current iteration and search direction of previous iteration 
as the search direction of current iteration. Directional update process of memory 
gradient pursuit algorithm can be described as follows.  

Step 1) If ‖𝑙𝑙(𝐱𝐱𝑛𝑛)‖ = 0, then stop; else go to step 2)  

Step 2) Compute search direction 𝐝𝐝𝑛𝑛  according to formula (19), search step size 
𝛼𝛼𝑛𝑛  is determined by  non monotonic Armijo linear search strategy as [32]. The gradient 
value 𝑙𝑙(𝐱𝐱𝑛𝑛) written as 𝐠𝐠𝑛𝑛  

 𝐝𝐝𝑛𝑛 = �
                −𝐠𝐠𝑛𝑛                               𝑛𝑛 = 1
−[(1 − 𝛽𝛽𝑛𝑛)𝐠𝐠𝑛𝑛 + 𝛽𝛽𝑛𝑛𝐝𝐝𝑛𝑛−1]        𝑛𝑛 ≥ 2

�                            (19) 

 𝐠𝐠𝑛𝑛 = ∇ �1
2

(𝐲𝐲 − 𝐀𝐀𝐱𝐱)T(𝐲𝐲 − 𝐀𝐀𝐱𝐱)� = 𝐀𝐀T(𝐲𝐲 − 𝐀𝐀𝐱𝐱𝑛𝑛−1) = 𝐀𝐀T𝐫𝐫𝑛𝑛−1
                (20) 

          𝛽𝛽𝑛𝑛 =
𝜌𝜌‖𝐠𝐠𝑛𝑛‖2

‖𝐠𝐠𝑛𝑛‖2 + |𝐠𝐠𝑛𝑛T𝐠𝐠𝑛𝑛−1|    ,      𝜌𝜌 ∈ �0,
1
2
�                                                                   (21) 

 
                              

 
Step 3) Set 𝑛𝑛 = 𝑛𝑛 + 1, go to Step 1) 

Directly solving (3) can be computationally expensive especially when dimensionality 
D grows. Li et al. [11] first apply customized orthogonal matching pursuit to real-time 
tracking to accelerate the tracking process. Here we employ our proposed fast memory 
gradient algorithm instead of OMP. From the Eq. (21), parameter 𝛽𝛽n  can be derived by 
[33] as follows. More derivation process details in [31]. 

𝛽𝛽𝑛𝑛 =
𝐝𝐝𝑛𝑛−1

T 𝐆𝐆𝐠𝐠𝑛𝑛
𝐝𝐝𝑛𝑛−1

T 𝐆𝐆𝐠𝐠𝑛𝑛 + �𝐝𝐝𝑛𝑛−1
T 𝐆𝐆𝐝𝐝𝑛𝑛−1�2

2 =
< �𝐀𝐀𝚲𝚲𝑛𝑛 ,𝐝𝐝𝑛𝑛−1

𝚲𝚲𝑛𝑛 �, �𝐀𝐀𝚲𝚲𝑛𝑛 ,𝐠𝐠𝑛𝑛𝚲𝚲
𝑛𝑛 � >

< �𝐀𝐀𝚲𝚲𝑛𝑛 ,𝐝𝐝𝑛𝑛−1
𝚲𝚲𝑛𝑛 �, (𝐀𝐀𝚲𝚲𝑛𝑛 , 𝐠𝐠𝑛𝑛𝚲𝚲

𝑛𝑛 ) > +��𝐀𝐀𝚲𝚲𝑛𝑛 ,𝐝𝐝𝑛𝑛−1
𝚲𝚲𝑛𝑛 ��

2
2 

(22) 

where 𝚲𝚲𝑛𝑛  is the set of indices at iteration n, 𝐀𝐀𝚲𝚲𝑛𝑛  denotes the matrix composed of the 
columns from 𝐀𝐀 restricted to the set 𝚲𝚲𝑛𝑛 , and let 𝐆𝐆 = �𝐀𝐀𝚲𝚲𝑛𝑛 �

T
𝐀𝐀𝚲𝚲𝑛𝑛 . The new form of 

parameter 𝛽𝛽𝑛𝑛  is more efficiently for computation because �𝐀𝐀𝚲𝚲𝑛𝑛 ,𝐝𝐝𝑛𝑛−1
𝚲𝚲𝑛𝑛 � has already 

been calculated at previous iteration. Sparsity level L represents the number of zero 
elements of a signal. It should be noted that superscript n of g is the same as subscript n 
of g in Eq. (22). 

Algorithm 1 Fast Memory Gradient Algorithm for tracking 
Input A normalized observation 𝐲𝐲 ∈ Rd , A template set 𝐀𝐀, sparsity level 𝐿𝐿 = ‖𝐲𝐲‖0 
1) Initialize the residual 𝐫𝐫𝟎𝟎 = 𝐲𝐲 , index set 𝚲𝚲 = ϕ,  𝐉𝐉 = ϕ 
2) Repeat until stop criteria  
①Calculate coefficient u and choose L largest components of u, then put 

corresponding indices set in 𝐉𝐉 
 

𝐮𝐮 = {𝑢𝑢𝑖𝑖|𝑢𝑢𝑖𝑖 = |< 𝐫𝐫,𝐀𝐀𝑖𝑖 >, 𝑖𝑖 = 1,2, … ,𝑁𝑁| �} 
�𝑢𝑢𝐉𝐉0� = max��𝑢𝑢𝐉𝐉𝑛𝑛 �,𝑛𝑛 = 1,2, … , 𝐿𝐿� 
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where 𝐉𝐉𝑛𝑛  is an index set including n sets of coefficient. Then, regularization 
process to get the initial candidate set 𝐉𝐉0 which holds the index corresponding to 
maximum 𝐮𝐮, update support set 𝐀𝐀𝚲𝚲𝑛𝑛 , indices set 𝚲𝚲𝑛𝑛 =  𝚲𝚲𝑛𝑛−1⋃𝐉𝐉0 

3) Calculate 𝐱𝐱𝑛𝑛  , 𝐝𝐝𝑛𝑛 , 𝐫𝐫𝑛𝑛  by MGP algorithm 
① calculate gradient  𝐠𝐠𝑛𝑛 = 𝐀𝐀T𝐫𝐫𝑛𝑛−1 
② calculate direction by Eq.(19) and Eq. (22) 
③ calculate step size by Armijo non-monotonic linear search strategy 
④ Obtain estimate solution by Eq. (18) 𝐱𝐱𝑛𝑛+1

𝚲𝚲𝑛𝑛 = 𝐱𝐱𝑛𝑛 + α𝑛𝑛𝐝𝐝𝑛𝑛  
⑤ update residual 𝐫𝐫𝑛𝑛 = 𝐲𝐲 − 𝐀𝐀𝚲𝚲𝑛𝑛 𝐱𝐱𝑛𝑛  
Output  support set 𝚲𝚲𝑛𝑛  , recover coefficient 𝐱𝐱𝑛𝑛𝚲𝚲

𝑛𝑛  

 
4.2 Fast Tracking by MGP Algorithm 
 

The basic idea of our tracking algorithm is that each candidate is sampled in the 
region of interests at new frame. Then, samples and templates are described by 
non-overlapping covariance features. Each of candidate targets is sparsely represented in 
the space spanned by templates. Incorporate these templates into the optimization process 
in Eq. (5). The sparse coefficient is achieved by solving optimization problem using 
FMGP. Then, the observation reconstruction error is calculated via Eq. (7). The SUT is 
used for the covariance feature match process. 

Algorithm 2      Fast visual tracking using FMGP algorithm 

Input  • Current frame 𝐹𝐹𝑘𝑘            • Sample Set 𝑠𝑠𝑘𝑘−1
𝑖𝑖 = {𝑥𝑥𝑘𝑘−1

𝑖𝑖 }𝑖𝑖=1
𝑁𝑁𝑠𝑠 ,  

• A templates set 𝑇𝑇 = {𝑇𝑇𝑖𝑖}𝑖𝑖=1
𝑛𝑛  

Begin 
1: Generates new particles 𝑠𝑠𝑘𝑘𝑖𝑖  , 𝑖𝑖 = 1, … ,𝑁𝑁𝑠𝑠 to get candidate target 
2: for 𝑖𝑖 = 1 to 𝑁𝑁𝑠𝑠 do 
3:    Drawing the new sample 𝑥𝑥𝑘𝑘𝑖𝑖  from 𝑥𝑥𝑘𝑘−1

𝑖𝑖  
4:    Patch initialization and Templates generation of the patch 
5:    Scale the target model to different scales 
6:    Get 𝐱𝐱 via solving Eq. (5) with Algorithm 1; 
7:    Calculate residual 𝐫𝐫𝑖𝑖  via Eq. (4); 
8:    Calculate observation likelihood via Eq. (7) and get the target 𝐲𝐲𝑘𝑘  
9:  end 
10: Chosen the tracking result via Eq. (6) 
11: Recalculating 𝐱𝐱𝑘𝑘  by solving Eq. (3) 
12: Update templates T  
End 

Output 
•Tracked target (xk, yk)• Updated target dynamic state • Updated target templates T 
 

4.3 Scale Invariance based Template Updating 
 

The main challenge of tracking can be attributed to the difficulty in handling the 
appearance changes of a candidate object. We design a proper model update scheme to 
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adapt the changes. 
In our method, image patches can be categorized into three types as our template set. 

The first type called benchmark template is manually initialized from the object region, 
and is kept until tracking finished. The second type is adaptive background templates 
containing some background pixels around the initialized tracked target, and is adaptive 
updated. The third type is stable template initialized by first order image moment. The 
benchmark and stable template can prevent drifting problem. Backgrounds templates are 
initially obtained by perturbating around the benchmark at frame one and update during 
tracking process. In our update scheme, templates are weighted by their contributions 
with its coefficient when representing the estimated target candidate. The only ground 
truth is the benchmark template at the first frame, and is never updated.  

The earlier results sometimes would be more significant than newly required results 
because the latter may involved more background noises. While in other perspective, 
newer frames also bring newly useful information. To capture the essence of changes of 
environment, we use strategy of democratic integration [34] to adaptive update the role 
of the recent observations of stable template by Eq. (23) and Eq. (24). 

For the stable template, template updating as follows. 

𝑌𝑌𝑘𝑘 = 𝜂𝜂𝑦𝑦𝑘𝑘 + (1 − 𝜂𝜂)𝑌𝑌𝑘𝑘−1 (23) 

𝑇𝑇𝑠𝑠 = 𝑌𝑌𝑘𝑘  (24) 

where 𝜂𝜂  is a forgotten factor, 𝜂𝜂 = 1 − 𝑒𝑒−1/𝜏𝜏 , 𝑇𝑇𝑠𝑠  represents a template. When 
current state is more reliable, 𝜂𝜂 should be larger. 𝑦𝑦𝑘𝑘   represents observation determined 
by Eq. (7). A quality function in Eq.(25) measures how successful the template predicts 
the result or how much it agrees with it. 

𝑞𝑞𝑙𝑙(𝑡𝑡) = 𝑒𝑒𝑡𝑡
−𝜃𝜃𝑙𝑙  (25) 

θ𝑙𝑙  denotes distance between image candidate and benchmark template. The update 
scheme is made adaptive by defining dynamics for the reliabilities. 

𝜏𝜏𝑙𝑙𝜀𝜀�̇�𝑙(𝑡𝑡) = 𝑞𝑞𝑙𝑙(𝑡𝑡) − 𝜀𝜀𝑙𝑙(𝑡𝑡) (26) 

where 𝜏𝜏𝑙𝑙  is the time constant for updating template every 𝜏𝜏𝑙𝑙  interval, 𝜀𝜀𝑙𝑙(𝑡𝑡) is 
the template obtained at the estimated target position. Raising the weight of high value 
of quality function and decreasing the weight of low value through Eq. (26), adaptive 
weight update scheme can be achieved. Moreover, the weighting scheme is adopted to 
ensure that less modeling power is expended to fit older observations. 

For the adaptive background templates, the template with the smallest coefficient is 
replaced with the newly tracking result when similarity of candidate patch and stable 
template with the largest coefficient exceed a predefined threshold H1 . 

Considering the importance of scale variant for tracking, we also scale the target 
model to different scales. But, matching every scaled template leads to repeated 
calculation in the match process. For real time requirement, only two scaled templates 
such as -10% and 10% sizes of the original patch at previous frame are added to template 
set at every frame.  
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5. EXPERIMENTS 

In this section, qualitative and quantitative experimental results are presented to 
evaluate the performance of the proposed tracker on the list of video sequences publicly 
available by [35], which contain challenging variations including background changes, 
pose and scale changes, occlusions and background clutter (the implementations 
provided by the authors used for fair comparisons). Our method is implemented in 
Matlab on Intel Core I7 3.4 GHz PC with 4G RAM. We test the processing speed of our 
tracker on the standard benchmark which consists of different sequence dataset in [35].  

Our method is compared with five state-of-the-art algorithms including (ALSA) [4], 
the Multiple instance learning tracker (MIL), L1APG [8], Distribution fields tracker (DF) 
[2] and Compressive tracker (CT) [7]. For fair evaluations, we use the source code of 
each tracker and take the experiment evaluation methodology as [35] which contains 51 
test sequences. For our experiments, we set important parameter as:  
Ns = 500, ns = 2, τ = 33, H1 = 20, α = 0.9, 𝜏𝜏𝑙𝑙 = 0.5. 

The ground truth object locations are obtained by manual labels at each frame in all 
of the test sequences. The average processing speed of our tracker is about 20 frames per 
second (FPS), which will be further improved with code optimization and dimensionality 
reduction. It should be noted that our experiment has taken advantage of acceleration by 
performing minimum error bounded L1 in [12]. 
 
5.1 Comparison with other L1 trackers 
 

Our proposed tracking algorithm can be categorized into L1 trackers. For fair 
comparison, we use the homologous appearance model and just compare the efficiency 
for l1-norm minimization. The ratio of average time of running our proposed algorithm 
to L1 tracker is 1: 40, the ratio of our method to L1APG is 1:2, and the ratio of our 
algorithm to L1MP [36] is 1:60. The frame per second (FPS) for overall algorithm of L1 
trackers can be found in Table II. 
 
5.2 Quantitative Comparison 
 

There are two widely used evaluation criteria in many experiments to assess the 
performance of the tracker. One is the success rate (SR).The score of success rate is 
defined as score = A∩B

A∪B
, where A is the ground truth bounding box and B is the track 

result rectangle,  ⋂ and ⋃represents the intersection and union of the two regions 
respectively. The result of a frame is classified as the success when the score is larger 
than a given threshold 0.5. However, using one success rate value at a specific threshold 
(e.g. score=0.5) for tracker evaluation may not be representative. Therefore, we use the 
area under curve (AUC) of each success plot to rank the tracking algorithms as [34] in 
the Fig. 1. We just take the six classical trackers of totally 29 trackers in [34] and the 
value is obtained by testing on 51 sequences. Another criterion is the precision rate 
(center location error, CLE). It can be seen from Table I of the center location error that 
our algorithm performs better than other five state-of –the-art algorithms only except in 
only few frames. The best two results are shown in red and blue fonts. For presentation 
clarity, we just list the results of 13 sequences in terms of center location error. 
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   Table 1.The average Center location error (in pixels) of the 13 sequences 
Sequence Ours L1APG DFT CT MIL ASLA 

Car4 6.1 36.9 39 38.3 37.9 5.8 
Coke can 8.5 40 29.7 18.23 20.85 30.6 
David1 18.2 38.3 28.6 25.8 29.1 21.8 

FaceOcc1 6.9 8.3 5 9.32 24.2 26.7 
FaceOcc2 9.2 13 11.25 17.41 21 12.6 

Girl 11.8 14.2 32.6 23.8 27.7 12.5 
Shaking 7.6 39.7 10.9 37.8 16.3 5.8 
Skating1 36 66.2 63.6 78.1 71 23.3 
Soccer 21 98.4 67.1 33 57.3 117 

Sylvester 12.9 23.4 56 9.1 12.6 6.3 
Tiger1 10 21 7.9 13.3 14.8 16 
Trellis 14.8 15.5 32.2 67.3 65.8 11.7 

Woman 11 134.9 8.6 129.7 144 151.2 
Average SR 13.4 42.3 30.2 38.5 41.7 33.9 

Table 2. Average tracking speeds of the six algorithms 
Sequence Ours L1APG DF CT MIL ASLA 

Average FPS 20 14.5 13 71 38 8.9 

 
Figure 1.Plots of TRE and SRE for 51 sequences. The performance score for each 

tracker is shown in the legend. 
The robustness evaluations of trackers are also considered in [34] presenting two 

new and reasonable ways, which are temporal robustness evaluation (TRE) and spatial 
robustness evaluation (SRE) that analyze a tracker’s robustness to initialization by 
perturbing the initialization spatially(i.e., start by different bounding boxes). For TRE, 
the entire sequence is partitioned into segments and runs the tracker to the end of the 
sequence, which is evaluated on each segment. 
 
5.3 Qualitative Comparison 
 

We qualitative evaluate performance of tracking results of the 51 widely used 
representative video sequences in five different aspects.  And we show some 
representative tracking results on the sequences for CT, DFT, ASLA, L1APG, MIL and 
FMGP tracking methods presented in Figure 2,3,4,5.   
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(a) Coke can 

 
(b) Shaking 

 
Fig2. Some tracking results of the sequences Coke can and Shaking. 

 

 
(a) FaceOcc2 

 
(b) Tiger1 

 
(c) Woman 

 
Fig3. Some tracking results of the sequences FaceOcc2, Tiger1 and Woman. 

 
Illumination, pose and scale variation. We elaborately select the evaluated 

sequences with different kind of large illumination variations. The evaluated sequences in 
Coke and Shaking show a coke can and a singer in Fig. 2 that undergoes drastic 
illumination variations due to cast shadows and ambient lights. In coke sequence, DFT, 
CT and MIL perform well in the first 100 frames, but gradually drift (see #169, #194, 
#231). Only the proposed tracker is able to track the target more accurately during the 
whole process. In the Soccer sequence (see frames in Fig4), the player is occluded in a 
scene with large change and illumination, our tracker performs well during most of the 

25 CT DFT ASLA L1APG MIL FMGP

25 CT DFT ASLA L1APG MIL FMGP
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time, still better than other trackers. This can be attributed to the use of non-overlapping 
covariance descriptor which takes advantage of discriminative information such as 
statistical information and different features. When the coke can moves to the camera, it 
becomes large. Our tracker still captures the target well because the scale template 
involved and template update schema. 

 
Occlusion and pose variation. The trackers are facing occluded challenge in the 

FaceOcc2, Tiger1 and Woman. For the FaceOcc2 sequence, CT, MIL trackers using 
Haar-like feature starts to drift with the book when moving up and down, then drift 
problem becomes more and more serious (see frames #442, #500, #695). The woman 
sequence has non-rigid deformation and heavy partial occlusion (see frames #130, #222, 
#567). Our tracker and DFT are able to achieve favorable tracking results on this 
sequence both in terms of accuracy and success rate. Our algorithm performs better than 
other five trackers especially after long frames in Woman sequence. As non-overlapping 
descriptor exploits a large number of regions, the spatial information between regions is 
maintained, and benchmark template could also facilitate the final result. Therefore, the 
visible part is effectively represented by non-overlapping sparse reconstruction. 

 
Background clutters and rotation. In the Skating and Woman sequences of Fig. 4, 

the target object moves in clutter backgrounds. All the trackers succeed in tracking the 
target object before out-of-plane pose change occurs in the Skating sequences (see 
frames #70, #205). There are also multiple objects similar to the target in the Skating 
sequence. As these objects move around the tracking target in different direction, it also 
poses a background clutters challenge for visual tracking. Nevertheless, our tracker is 
able to relocate the target while all the other methods lose track of the target gradually. It 
can be explained by that the adopted appearance model based on sparse representation 
and our template scheme contribute much to the good performance. 

 

 
(a) Skating 

 
(b) Soccer 

 
Fig4. Some tracking results of the sequences Skating and Soccer. 

 
From the comparisons above, our FMGP can alleviate the drift problem mainly due 

to adaptive template update strategy, more robust features for target representation, and 
accurate similarity metric. For instance, in the skating sequence, our tracker successfully 

25 CT DFT ASLA L1APG MIL FMGP
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tracks the target most of the time because of the adoption of a benchmark template which 
provides the resistance to the drifting problem.  

6 CONCLUSION 

This paper presents an efficient fast memory gradient pursuit tracking method which 
replaces the l1 norm convex optimization. In this work, we also exploit the inherent 
discrimination of non-overlapping descriptor and replace costly similarity measurements 
on manifolds with simple distance computations in higher dimensional Euclidean space. 
In order to prevent the drift tracking, template sets and the update scheme are also well 
designed. Experimental results on challenging video sequences show that our tracker 
achieves favorably against several state-of-the-art algorithms. In future, we will take 
speedup in scale update and customized greedy pursuit algorithm into consideration. 
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