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Clustering is the most popular approach to solving complex tasks in data mining. 

Numerous real-time applications are based on the clustering process, and the advancement 

of technology results in the utilization of Fast data sets in different formats. Though 

clustering algorithms are abundant in the existing literature, they are unsuitable for handling 

high-dimensional data. This article presents a soft computing-based multi-view high-

dimensional data clustering algorithm that can handle large amounts of data. The proposed 

clustering algorithm employs a weighted k-means and Whale Optimization (WO) algorithm 

to cluster the multi-view high dimensional data. The performance of the proposed work is 

tested and compared with state-of-the-art algorithms such as GMM (Gaussian mixture 

model), k-means, fast search and FCAN-MOPSO (Fuzzy-Based Graph Clustering 

Algorithm for Complex Networks with Multiobjective Particle Swarm Optimization) on 

variant datasets. The experimental results prove that the proposed clustering algorithm 

performs well regarding F-measure, FMI, and RI for datasets such as Internet advertisement, 

spam base, Image segmentation, and Cora dataset. As a result, the proposed model is far 

better than GMM, K-means, and fast search algorithms, and it almost achieves equivalent F-

Measure, FMI and RI compared to FCAN-MOPSO. 

 
Keywords:  Clustering, soft computing, high dimensionality, multi-view data. 

1. INTRODUCTION   

Today's world expels enormous amounts of data as its end or by-product in all 

domains, necessitating a means to analyze and study the data to form valuable patterns. 

Data mining is a technology that analyses voluminous data to extract beneficial patterns. 

Knowledge Discovery (KD) is the most crucial objective of the data mining process. Based 

on the kind of knowledge, the process has different faces, such as association rules, 

clustering, classification, evaluation analysis and so on [1]. Out of all these, Association 
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Rule Mining (ARM), clustering and classification are the three significant areas of data 

mining [2,3]. 

ARM is meant to provide allegations between the data entities; clustering involves 

unsupervised learning that clusters data entities based on some criteria under unknown 

classes, and classification is a supervised learning technique that discriminates the data 

entity based on predefined knowledge. Clustering [39] requires no predefined knowledge. 

Hence, it is more suitable for many real-time applications such as image processing, voice 

mining, web mining [35], bioinformatics, text mining, and image mining [4]. 

Due to the rapid growth of various technologies such as Artificial Intelligence (AI), 

Internet of Things (IoT) and remote monitoring, data growth is uncontrollable and 

unpredictable. This has sown the seeds of ‘Big Data’, which can deal with massive volumes 

of data, in addition to veracity, velocity, value and variety. However, it takes work to 

handle large-scale multi-view-based high-dimensional datasets [36]. Different feature 

spaces and structures represent these multi-view high dimensional datasets. For instance, 

the patient dataset can be viewed from different perspectives, such as blood investigation 

data, genetic data and medical images. Hence, data clustering with multi-view data is quite 

complicated; however, the demand for clustering algorithms for multi-view data is 

increasing. 

As the datasets involve data with different views, the clustered outcomes cannot be 

consistent for the whole dataset. Besides, multi-view high-dimensional data clustering 

completely differs from classical data clustering problems. Additionally, the 

computational complexity of a multi-view high-dimensional dataset is higher due to its 

structure, data sources, and data size. 

The paper aims to address the above-stated issue by presenting a clustering algorithm 

based on a metaheuristic algorithm in combination with a weighted k-means algorithm. 

Three significant steps are involved in the proposed work to achieve the clusters. The 

weighted k-means algorithm is initially applied, and the cluster centre point [43], weight 

of views and features are fed into the Whale Optimization Algorithm (WOA). Finally, the 

performance of the work is assessed by comparing the attained results with the existing 

approaches. The contributions of the proposed work are as follows: 

• The employment of the metaheuristic algorithm ‘WOA' helps in the choice of a 

better cluster centre point. 

• This work focuses on clustering multi-view high-dimensional datasets, which is 

minimal in the existing literature. 

• The experimentation of the work is carried out in  

• computational platforms such as Apache Spark and single node. 

The rest of the article is arranged in the following style: Section 2 discusses the related 

literature review, and section 3 elaborates on the proposed clustering algorithm. Section 4 

discusses the results attained by the proposed work and compares them with the existing 

clustering algorithms. Section 5 concludes the work.  

2. RELATED LITERATURE 

In [4], a distributed clustering approach is presented for High-Dimensional (HD) data 

based on local density subspace. This work is based on the belief that the local dense area 
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of the HD data is distributed in a low-dimensional space. The processing structure of this 

work considers both global and local structure, where the local dense areas are grouped 

and fitted by a subspace Gaussian model. Finally, all the clusters are merged by considering 

the broadcast from the global site. 

In [5], density peak clustering is presented based on boundary detection. This work 

introduces an asymmetric measure that effectively detects the boundary points. This work 

utilizes two measures to segregate clusters with a better clustering degree. The authors 

claim this technique holds for both even and uneven data distributions. 

In [6], a clustering approach is presented for spectral-embedded adaptive neighbours. 

This work presents a linear space-embedded clustering technique that uses adaptive 

neighbours that exclude the need for similarity matrix computation and low-dimensional 

data representation. The data representation is done in linear embedded spectral by linear 

regularization. The adaptive neighbours are employed for similarity matrix optimization, 

and the results are grouped. 

Clustered data streams are processed by scalable distributed k-Nearest Neighbour (k-

NN) in [7]. The high-dimensional k-NN queries are processed with a sliding window over 

data streams. This work is scalable for both users and data volume. A Dynamic Bounded 

Rings Index (DBRI) index structure is built on the data stream for indexing purposes, 

which detects the pivot initially and then allows the data points to the closest pivot for 

forming subsets. 

A consensus Hilbert space and II-order neighbours are employed for performing 

multiple kernel subspace clustering in [8]. This work utilizes Hilbert space to deal with the 

non-linear subspace data, and the overlapping subspace problem is handled by II-order 

neighbours, which can optimize the sparseness along with better connectivity. 

In [9], a multi-view clustering technique is presented on the basis of re-weighted 

discriminative embedded k-means algorithm. This work reduces the impact of outliers 

along with dimension reduction with the help of multi-view least absolute residual model. 

Iterative re-weighted least squares are incorporated in this work for solving least absolute 

residual and clustering indicator matrix formation.  

A high dimensional clustering scheme with regularized Gaussian Mixture Model 

(GMM) in [10] is proposed. GMM is unsuitable for high dimensional clustering, so the 

regularized model is proposed. The component covariance matrices are formed by 

regularization, and the local feature correlations are measured [44,45,49]. The likelihood 

function of GMM is improved by the expectation-maximization algorithm through the M-

step, which is based on the determinant maximization problem. 

An ensemble clustering approach is introduced [11], [25] based on cumulative 

aggregations over random projections for high-dimensional data. The fuzzy partitions are 

aggregated [42] with the help of cumulative agreement and ranked with the help of external 

and internal indices of cluster validity. The best partition is declared the core partition, and 

the rest of the partitions provide inputs to the core partition. 

[12] presents a high-dimensional static dataset with mixed attributes, 'CRAFTER,' 

with the help of a tree-ensemble clustering algorithm. This work can deal with categorical 

and numerical attributes. The indicative data points are detected by class probability 

estimates to perform a clustering operation. 

In [13], a high-dimensional data clustering algorithm based on a fast adaptive k-means 

subspace clustering scheme is presented. Here, an adaptive loss function is introduced to 
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compute the cluster indicator. The optimal feature subset is built, and feature selection is 

performed by Eigenvalue decomposition. 

A large-scale document categorization scheme is presented based on fuzzy clustering 

in [14]. This work considers both large-scale and high-dimensionality and employs three 

schemes: sampling extension, single pass, and divide ensemble. The drawbacks of the 

Fuzzy C Means (FCM) clustering algorithm are analyzed, and the hyperspherical FCM 

with fuzzy co-clustering is presented with scale-up schemes. 

In [15], a high-dimensional clustering approach is presented based on Artificial 

Intelligence (AI) for incomplete mixed datasets. This work builds a phase space 

reconstruction by evaluating the mixed data, and the feature correlation value is detected 

by the correlation dimension. Standard deviation is then computed, and the features are 

extracted by computing the sparsity of sample features [41]. A repetitive clustering process 

concerns the correlation among the mixed datasets. 

An approach for simultaneous subspace clustering along with a cluster count 

estimator is presented in [16], which is based on a triplet relationship. This work formulates 

the triplet relationship based on a hyper-correlation-based data structure. The correlations 

between triple entities are built by a self-representation matrix, and the data points are 

assigned to the clusters in an iterative manner. The cluster allocations are automatically 

carried out by an optimization technique, such that the similarity of triple entities between 

different clusters is maximized, and the relationship between the entities of the same 

cluster is minimized. Over-segmentation is avoided in this work by the automatic 

computation of cluster count.  

In [17], a flexible high-dimensional clustering scheme that can handle missed data is 

proposed. This work employs Generalized Hyperbolic Factor Analyzers (MGHFA), a 

flexible modelling approach that can handle missing data. An expectation conditional 

maximization algorithm is presented to set the parameters of the MGHFA model by 

following various patterns of the missed data. 

In [18], a cluster boundary detection algorithm based on multidimensional balance is 

proposed for high dimensional data. This work evaluates the high-dimensional 

neighbourhood space from various perspectives, and every dimension of the data point is 

simulated by kNN, where the lever theory is applied to compute the balance fulcrum of all 

dimensions. The distance between the data point coordinate and balance fulcrum of every 

dimension and DHBlan coefficient computes the balance of the neighbourhood space. 

Several works concerning feature selection are discussed in different works [19-27]. 

Though there is abundant literature on clustering, the clustering algorithms meant for 

multi-view high-dimensional data are scarce. The following section explains the proposed 

clustering algorithm. 

3. PROPOSED MULTI-VIEW HIGH DIMENSIONAL DATA 
CLUSTERING ALGORITHM BASED ON WEIGHTED K-MEANS AND 

LOA  

The main goal of the clustering technique is to group related data entities under a 

cluster, and the unrelated data entities are placed in different clusters. Consider a group of 

data entities 𝐷𝐸 = [𝑑𝑒𝑖,𝑗]𝐶×𝐷
, where 𝐶 is the count of data entities, and the dimension of 
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the data object is represented by 𝐷, which means that the data entity has 𝐷 features. The 

clustering process divides the data entities 𝐷𝐸 into 𝑘 groups. Let the cluster centre points 

be represented by 𝐶𝐶𝑃 = [𝑐𝑐𝑝𝑘,𝑗]𝐶𝑃×𝐷
 and the membership degree of data entities within 

a cluster is denoted by a fuzzy division matrix 𝐹𝐷𝑀 = [𝑓𝑑𝑚𝑖,𝑘]𝐶×𝐶𝑃
. 

3.1 Weighted k-means Algorithm 

The k-means algorithm is the most significant clustering algorithm, and it is employed 

in numerous real-time applications based on image processing and data mining [28,29]. 

However, in the standard k-means algorithm, all the features are assigned equal weights, 

which is different for numerous real-time applications. The influence of features varies, so 

it is essential to allot varied weights to the features. This is attained by the weighted k-

means algorithm [30], and the following equation presents the algorithm's objective 

function. 

𝐹(𝑃𝑀, 𝐶𝐶𝑃, 𝐹𝑊) = ∑ ∑ ∑ 𝑏𝑖,𝑘
𝐷
𝑗=1

𝐶
𝑖=1

𝐶𝑃
𝑘=1 𝑓𝑤𝑗(𝑑𝑒𝑖,𝑗 − 𝑐𝑐𝑝𝑘,𝑗)

2
                  (1) 

Where 

𝑏𝑖,𝑘 ∈ {0,1}; ∑ 𝑏𝑖,𝑘 = 1
𝑐𝑝
𝑘=1                                  (2) 

∑ 𝑓𝑤𝑗 = 1,0 ≤ 𝑓𝑤𝑗 ≤ 1𝐷
𝑗=1                                           (3) 

In the above equations, 𝑃𝑀 is the partition matrix with 𝑐 × 𝑘, 𝐹𝑊 is the feature 

weight, 𝑏𝑖,𝑘 is a binary variable, 𝐶𝐶𝑃 = {𝑐𝑐𝑝1, 𝑐𝑐𝑝2, … , 𝑐𝑐𝑝𝑘} indicate the vectors with the 

centre points of k clusters. (𝑑𝑒𝑖,𝑗 − 𝑐𝑐𝑝𝑘,𝑗)
2
is the distance between the 𝑖𝑡ℎ data entity and 

the 𝑘𝑡ℎ cluster centre on 𝑗𝑡ℎ variable. 

3.2 WO ALGORITHM 

WOA is a bio-inspired algorithm that mimics the behaviour of whales [29,47,48]. 

Usually, whales attack a group of fish by generating bubbles that encircle the fish. The 

whales attack fish in two steps: exploitation and exploration. The exploitation step 

encircles the fish, and the exploration step randomly looks out for the fish. The activities 

of whales are represented in the following way. 

𝑃 = |𝐶1. 𝑋
∗⃗⃗ ⃗⃗  (𝑖) − 𝑋 (𝑖)|                             (4) 

𝑋 (𝑖 + 1) = 𝑋∗⃗⃗ ⃗⃗  (𝑖) − 𝐶2
⃗⃗⃗⃗ ∙ 𝑃                      (5) 

In the above equations, 𝑖 indicates the current iteration, 𝑋∗ is the optimal result 

achieved, and 𝑋 denotes the position vector. The pipe operator (||) indicates the absolute 

value, and the dot product (∙) is carried out on all elements. The coefficient vectors are 

denoted by 𝐶1 and 𝐶2, which are calculated by the following equations. 

C2
⃗⃗⃗⃗ = 2c2⃗⃗  ⃗ ∙ rd⃗⃗⃗⃗ − c2⃗⃗  ⃗                                  (6) 

C1
⃗⃗⃗⃗ = 2 ∙ rd⃗⃗⃗⃗                                                (7) 
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In equations (6 and 7), the 𝑐2⃗⃗  ⃗ decreases with increasing iterations, and 𝑟𝑑⃗⃗⃗⃗  is the 

random vector between 0 and 1. The whales tend to relocate themselves concerning the 

location of the food availability based on eqn. (6) the location is taken care of by  𝐶1
⃗⃗⃗⃗  and 

𝐶2
⃗⃗⃗⃗ . As stated earlier, the foodstuffs of whales is encircled by reducing the 𝑐2⃗⃗  ⃗, as shown in 

eqn.(8).  

𝑐 = 2 − 𝑖
2

𝐺𝑟𝑡𝑖
                           (8) 

In the above equation, 𝑖 represents the total number of iterations, and 𝐺𝑟𝑡𝑖  represents 

the most significant number. The location of the neighbouring whale is calculated by 

considering the distance between the whales 𝑎 and 𝑏, as given in the following equation. 

X⃗⃗ (i + 1) = P′ ∙ dcsrv ∙ cos(2πrv) + X⃗⃗ × (i)                   (9) 

In eqn.(9), 𝑃′ = |𝑋 ∗(𝑖) − 𝑋 (𝑡)| indicates the distance between the 𝑛𝑡ℎ whale and the 

found optimal food source, 𝑐𝑠 is the constant that represents the curve, and 𝑟𝑣 is the 

random number that lies in the range from -1 to 1. The food source location and the path 

formation are measured using a probability (𝑝𝑟𝑏) of 0.5, as represented in the following 

equation. 

𝑋 (𝑖 + 1) = {
𝐸𝑛𝑐𝑖𝑟𝑐𝑙𝑖𝑛𝑔 𝑓𝑜𝑜𝑑 𝑠𝑜𝑢𝑟𝑐𝑒 𝑒𝑞𝑛. (2) 𝑤ℎ𝑒𝑛 𝑝𝑟𝑏 < 0.5

𝑝𝑎𝑡ℎ 𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑒𝑞𝑛. (6)      𝑤ℎ𝑒𝑛 𝑝𝑟𝑏 ≥ 0.5
 (10) 

In equation (10), 𝑝𝑟𝑏 is a random value lies in between 0 and 1. In the exploration 

step, the whales are selected randomly to search for the food source. The vector 𝐶1
⃗⃗⃗⃗  with 

random numbers explores the best possible neighbouring whale as denoted by the 

following equations. 

𝑃⃗ = |𝐶1
⃗⃗⃗⃗ . 𝑋𝑟𝑑

⃗⃗ ⃗⃗ ⃗⃗  − 𝑋 |                         (11) 

𝑋 (𝑖 + 1) = 𝑋𝑟𝑑
⃗⃗ ⃗⃗ ⃗⃗  − 𝐶2

⃗⃗⃗⃗ ∙ 𝑃⃗              (12) 

𝑋𝑟𝑑
⃗⃗ ⃗⃗ ⃗⃗  is the whale selected randomly.  

Hence, this section explains the WOA algorithm and the following part describes the 

proposed clustering algorithm. 

3.3 Proposed Multi-view High Dimensional Clustering Algorithm (MHDCA) 

The proposed clustering algorithm handles the high dimensional data with multiple 

views by considering the weights of features and views. The WO algorithm helps MHDCA 

in choosing the best cluster centre points. The population of whales is initialized, and the 

fitness value of the whale is computed using equation (13). The location of the whale is 

updated, and the search process continues with the objective of finding the best whale. The 

WO algorithm is employed due to its degree of exploration with respect to changes in 

location and convergence level. The fitness function of the WO algorithm is computed as 

follows. 



JOURNAL OF INFORMATION SCIENCE AND ENGINEERING 38, XXX-XXX (2022) 

DOI: 10.6688/JISE.20220X_38(X).00XX 

𝐹𝐹(𝑃𝑀, 𝐶𝐶𝑃, 𝑉𝑊, 𝐹𝑊) =
∑ ∑ ∑ ∑ 𝑏𝑖,𝑘𝑣𝑤𝑝𝑓𝑤𝑗(𝑑𝑒𝑖,𝑗−𝑐𝑐𝑝𝑘,𝑗)

2
𝑗𝜖𝑣𝑖𝑒𝑤𝑝

𝑃
𝑝=1

𝐶
𝑖=1

𝐶𝑃
𝑘=1

∑ ∑ 𝑃∑ 𝑣𝑤𝑡𝑓𝑤𝑗(𝑐𝑐𝑝𝑘,𝑗−𝑞𝑗)
2

𝑗𝜖𝑣𝑖𝑒𝑤𝑝𝑝=1
𝐶𝑃
𝑘=1

 (13) 

Where 

∑ bi,k = 1,1 ≤ i ≤ C, bi,k ∈ [0,1]CP
k=1        (14)  

∑ vwp = 1,0 ≤ vwOp ≤ 1P
p=1                    (15)   

∑ fwj = 1,0 ≤ fwj ≤ 1,0 ≤ p ≤ Pj∈viewp
 (16) 

oqj = ∑ ccpk,j/CPCP
k=1                               (17) 

The fitness function of this work considers the view and feature weights for clustering 

the input data into clusters. In the above-given equations, 𝑃𝑀 = [𝑝𝑚𝑖,𝑘]𝐶×𝐶𝑃
 and its 

entities are binary, such that 𝑝𝑚𝑖,𝑘 = 1, when the data entity 𝑖 is assigned to the cluster 

𝑘.𝐶𝐶𝑃 = [𝑐𝑐𝑝𝑘,𝑗]𝐶𝑃×𝐷
is a 𝐶 × 𝐶𝑃 matrix and the entities of 𝑐𝑐𝑝𝑘,𝑗 indicate the 𝑗𝑡ℎ feature 

of the 𝑘𝑡ℎ cluster. 𝑉𝑊 = [𝑣𝑤𝑝]𝑃are the corresponding weights of 𝑃 views.𝐹𝑊 =
[𝑓𝑤𝑗]𝑗 ∈ 𝑉𝑖𝑒𝑤𝑝represents the feature weights concerning the 𝑣𝑖𝑒𝑤𝑝. 𝑣𝑤𝑝𝑓𝑤𝑗(𝑑𝑒𝑖,𝑗 −
𝑐𝑐𝑝𝑘,𝑗)

2
is the weighted distance on 𝑗𝑡ℎ feature between the object 𝑖 and cluster centre point 

𝑘. 𝑣𝑤𝑡𝑓𝑤𝑗(𝑐𝑐𝑝𝑘,𝑗 − 𝑞𝑗)
2
is the weighted distance of feature 𝑗 between the cluster 𝑘 and 

the mean cluster centre. 𝑞𝑗is the mean cluster centre of 𝐶𝑃 clusters. The outcome of this 

measure presents the coupling degree between the clusters and the greater the value, the 

more is the dissimilarity. The overall algorithm of the proposed work is presented as 

follows. 

Proposed Clustering Algorithm based on weighted k-means and WOA 

Input: Multi-view high dimensional data 

Output: Data clusters 

Begin 

  Initialize the population of whales 𝐴𝑖(𝑖 = 1,2, … , 𝑛); 

  Compute the fitness value of 𝐴𝑖 by eqn. (13); 

  Let 𝐴 ∗ be the best whale; 

  While (t<max_iter) 

    For every whale 

     If (𝑝𝑟𝑏 < 0.5) 

      Update location and the search by eqn (18); 

     Apply weighted k-means; 

     Else  

       Update the location of whale by eqn (19); 

     End if; 

   End for; 

Calculate the fitness of all whales; 

Update 𝐴 ∗ when better solution exists; 

Apply weighted k-means; 

t+=1; 

End while; 
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Return A*;  

 

In the entire population of whales, each whale 𝑖 represents a solution in the 𝐷-

dimensional solution space, as represented by the following equations. 

𝑃𝑑 = |𝐶1. 𝑋
𝑑∗⃗⃗ ⃗⃗ ⃗⃗  ⃗(𝑖) − 𝑋𝑑⃗⃗⃗⃗  ⃗(𝑖)|                     (18)  

𝑋𝑑⃗⃗⃗⃗  ⃗(𝑖 + 1) = 𝑋𝑑∗⃗⃗ ⃗⃗ ⃗⃗  ⃗(𝑖) − 𝐶2
⃗⃗⃗⃗ ∙ 𝑃𝑑                (19)           

Here, 𝑑 denotes the dimension of the search space. The whales are encoded to extract 

the best solution, which is done by encoding the initial cluster centre point, weights of 

views and features. The whales are encoded by a real number vector computed by 

𝐹𝐶 × 𝐶𝑃 + 𝑃 + 𝐹𝐶, where 𝐹𝐶 is the feature count of objects in the clustering process. The 

⬚⬚following equation can represent the encoded ith whale. 

𝑊𝐿𝑖 = [
𝑤𝑙𝑖

1,1, 𝑤𝑙𝑖
1,2, … , 𝑤𝑙𝑖

1,𝐹𝐶 , …𝑤𝑙𝑖
𝐶𝑃,1, 𝑤𝑙𝑖

𝐶𝑃,2, … , 𝑤𝑙𝑖
𝐶𝑃,𝐹𝐶

𝑣𝑤𝑖
1, … , 𝑣𝑤𝑖

𝑃 , 𝑓𝑤𝑖
1, … , 𝑓𝑤𝑖

𝐹𝐶
]                  (20) 

The WO algorithm was chosen for its better exploration, and the location update 

results in detecting the best solution. The proposed work's performance is analyzed, and 

the results are discussed in the next section. 

4. RESULTS AND DISCUSSION 

Apache Spark is a cluster-based framework that offers a programming interface for 

performing clustering processes with parallel processing and fault tolerance [31]. This 

work utilizes the Apache Spark environment, which is meant for big data applications. The 

proposed algorithm is tested in environments such as Apache Spark and single node. A 

system with 8 GB RAM with 𝑎 𝑐𝑜𝑟𝑒 𝑖5 processor is employed in a single node. The 

Apache Spark environment is equipped with ten worker nodes with 500 GB cloud disk and 

16 GB Double Data Rate III (DDRIII), and the master node is equipped with 1 TB cloud 

disk and 64 GB DDRIII. The machine learning [34] library of Apache Spark and Resilient 

Distributed Datasets (RDD) supports the proposed MHDCA to suit big data [38,40] 

applications. 

The proposed work's performance is compared with the existing approaches, such as 

the GMM model [10], k-means [13] and fast search [32], in terms of precision, recall, F-

measure, Fowles Mallow Index (FMI) and Rand Index (RI). The multi-view high-

dimensional datasets utilized for testing the proposed work are Internet advertisement, 

spam base, and image segmentation. The population size is set at 30. A summary of the 

datasets is presented in Table 1. 

The Internet advertisement dataset is comprised of 3279 images categorized as 

'advertisement' and 'no advertisement'. All the entities are presented in six views, which 

include the image geometrical information, page URL, image URL, target URL, anchors, 

and text. 
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Table 1. Dataset Information 

Data 

set/Features 

Internet 

Advertisement 

Spambase Image 

Segmentation 

Cora 

Dataset 

Number of data 

items 

2359 4601 2310 2708 

Class count 2 2 7 7 

Feature Count 1557 57 19 1433 

ViewCount 6 3 2 158 

 

The spam base dataset includes a collection of spam mail containing 4601 objects 

categorized under 'spam' and 'non-spam'. 57 features and three views denote all the objects. 

The image segmentation dataset contains 2310 objects with 19 features and 2 views [33]. 

The performance measures are discussed as follows. 

Cora dataset includes 2708 objects categorized into 7 classes. All objects contain 1433 

features and 158 views.  

4.1 F-measure 

This measure determines the accurate mapping of data points to the cluster. The F-

measure is computed using the following equation. 

𝐹𝑚 =
2×𝑃×𝑅

𝑃+𝑅
                                (21) 

Here, P and R denote the precision and recall rates, respectively and are denoted as 

follows. 

𝑃 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100                                      (22) 

𝑅 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
× 100                                     (23)   

This indirectly implies that the F-measure score of a clustering algorithm depends on 

the precision and recall rates. 

4.2 Fowles Mallow Index (FMI)  

This external assessment technique is employed to balance the similarity of two 

clustering operations. Greater FMI indicates that there is more similarity between the 

clusters and the ground truth of the benchmark clusters, which is computed by 

FMI = √
TP

TP+FP
.

TP

TP+FN
                   (24) 

4.3 Rand Index (RI) 

This measure computes the percentage of correct clustering activity between the data 

entities and their corresponding classes. It considers both the 𝐹𝑃 and 𝐹𝑁 rates equally and 

is computed as follows. 
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𝑅𝐼 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
                             (25) 

The results of the proposed approach over four different datasets concerning 

𝑃, 𝑅, 𝐹𝑚, 𝐹𝑀𝐼 𝑎𝑛𝑑 𝑅𝐼 are presented and compared with the existing approaches, as 

follows. As the F-measure rate relies on 𝑃and 𝑅, the results are tabulated in Table 2. 

 
Table 2. P, R and F-measure (%) Results 

Precision Rate Analysis (%) 

Techniques/Dataset GMM 

Model 

[10] 

k-means 

[13] 

Fast 

Search 

[32] 

FCAN-

MOPSO 

[46] 

Proposed 

MHDCA 

Internet Advertisement 89.98 93.41 97.82 97.40 98.94 

Spambase 91.28 92.78 97.84 98.65 98.79 

Image Segmentation 86.98 88.17 89.37 93.52 91.87 

Cora dataset 85.88 79.12 86.25 86.53 88.25 

 Recall Rate Analysis (%) 

Internet Advertisement 89.92 93.67 98.28 99.02 99.09 

Spambase 95.64 97.24 98.63 98.56 99.34 

Image Segmentation 82.94 84.32 86.48 90.15 89.97 

Cora dataset 81.58 83.58 86.88 90.15 91.25 

 F-measure Analysis (%) 

Internet Advertisement 89.94 93.53 98.04 95.58 99.01 

Spambase 93.4 94.95 98.23 98.23 99.06 

Image Segmentation 84.91 86.2 87.9 91.25 90.91 

Cora dataset 83.67 86.26 86.56 88.30 89.72 

 

Table 2 shows the precision, recall, and F-measure rates attained by the proposed 

clustering algorithm, and the graphical results are depicted below. 
 

 
(a) 



JOURNAL OF INFORMATION SCIENCE AND ENGINEERING 38, XXX-XXX (2022) 

DOI: 10.6688/JISE.20220X_38(X).00XX 

 
(b) 

 
(c) 

Fig.1. (a) Precision rate analysis (b) Recall rate analysis (c) F-measure rate analysis 

 

The greater precision and recall rate indicates that the data entities are correctly 

assigned to the corresponding clusters. Better precision and recall rates indicate that the 

clustering algorithm involves minimal false negative and false positive rates respectively. 

These false rates increase when the data entities are allotted to inappropriate clusters, which 

when compared with the ground truth. The proposed work shows decent precision and 

recall rates and so is the F-measure rate. Greater F-measure rate proves the correctness of 

the clustering algorithm. The following section shows the FMI results. 
 

 
Fig.2. FMI analysis 
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Fig.2 shows that the proposed clustering algorithm shows better FMI rates than the 

existing approaches. This means that the proposed algorithm ideally assigns data entities 

to the clusters, which matches the ground truth of the utilized datasets. The following figure 

shows the rand index attained by the proposed algorithm compared to the existing works. 

 
Table 3. Rand Index analysis 

Techniques/Dataset GMM 

Model 

[10] 

k-means 

[13] 

Fast Search 

[32] 

FCAN-

MOPSO [46] 

Proposed 

MHDCA 

Internet 

Advertisement 

0.7386 0.8126 0.9143 0.9210 0.9587 

Spambase 0.7957 0.8396 0.8964 0.9245 0.9238 

Image 

Segmentation with 

Apache Spark 

0.5362 0.8110 0.8256 0.9182 0.8846 

Cora Data set 0.6582 0.7815 0.8821 0.9345 0.9246 

 

The experimental results prove that the proposed work performs better than the 

existing work. Hence, the proposed clustering algorithm works well for multi-view high-

dimensional datasets on both Apache Spark and single nodes. The results presented above 

are the mean outcome of ten runs. 

5. CONCLUSIONS 

This article proposes a novel clustering algorithm based on weighted k-means and 

Whale Optimization (WO) for multi-view high dimensional datasets. This article deals 

with the weight of features while building the objective function. The WO algorithm 

chooses the initial cluster centre points. The performance of the clustering algorithm is 

evaluated with performance measures such as precision, recall, F-measure, FMI and RI 

over variant datasets such as Internet advertisement, spam base, Image segmentation and 

Cora dataset. Our proposed algorithm outperforms compared to GMM, K-means and fast 

search on all four datasets. Compared with FCAN-MOPSO, the proposed algorithm results 

better with Internet advertisement, spam base, and Cora datasets. However, it results in 

slight variations in F-measure, FMI, and RI with image segmentation. Enhancing the 

algorithm for data with contaminated noise and outliers into clusters with unequal sizes as 

a future direction 
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