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More and more social media provide convenience for people to quickly publish and 

spread information including all kinds of rumors, which bring increased risk and harm. 

How to quickly and efficiently detect rumors on social networks has become an urgent 

task to be realized. The existing rumor detection methods ignore the variability of nodes 

in feature extraction. Based on the above problems, we propose a rumor detection model 

based on a weighted graph convolutional neural network called CR-GCN. First, we con-

struct three heterogeneous graphs based on the rumor propagation structure: the hetero-

geneous graph of rumor propagation, the heterogeneous graph of rumor diffusion, and 

user social networks. The graph convolutional neural network can update the node re-

presentation by aggregating neighboring nodes based on the structural information, but 

GCN treats all neighboring nodes equally when aggregating. Therefore, we consider the 

heterogeneity of nodes based on GCN, use the similarity between user behavior and the 

sentiment difference between posted content as the weights of heterogeneous graphs, and 

use the weighted graph convolutional neural network to learn the dependencies on dif-

ferent nodes. To enhance the learning of important features, an attention mechanism is 

introduced into the model. Finally, experimental results of the public microblog dataset 

show that our proposed CR-GCN model can reach 91% accuracy in detecting rumors, 

which has higher rumor detection performance than other baseline methods. 
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1. INTRODUCTION 
 

Nowadays, social networks play an important role in people’s lives. The ease of 

sharing and high data transfer speeds make it easy for information to spread through so-

cial media, but the lack of effective monitoring and identification of rumor has caused 

great social unrest as rumors spread rapidly through social media. Science magazine even 

named the spread of rumors and misinformation related to the epidemic as the “Crash of 

the Year”. The proliferation of rumors has become a more serious social problem than 

ever before, and timely detection of rumors has become a top priority. We used the 

Word-Cloud module to visualize the frequency of rumors and non-rumor texts related to 

COVID-19 on tweets and microblogs, as shown in Fig. 1.  

Fig. 1 shows that the keyword gap between rumor and non-rumor on different social 

media platforms is very small, and rumor is packaged in such a way that it is difficult for 

users to distinguish whether the information is a rumor directly from the content based on 
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their own knowledge. In order to identify rumors on social media as possible, an in-

creasing number of researchers are dedicated to exploringrumor recognition and detec-

tion. Traditional rumor detection methods extract various features of the textual content 

of rumor [1][2] and the user’s social environment [3][4] and feed them into traditional 

machine learning classifiers such as random forests [5] and support vector machines [6]. 

Yet, they suffer from a fatal flaw in that these models rely too heavily on manually de-

fined feature engineering and the resulting feature vectors aren’t robust enough to handle 

complex and variable scenarios. Some recent studies have used deep learning models to 

extract higher-order features, such as recurrent neural networks [7], convolutional neural 

networks [4][8] and deep neural networks [9][10] to identify rumor. Although these me-

thods can achieve good accuracy when dealing with textual data on defined features, they 

don’t perform well in data on non-Euclidean structures. 

To better extract the structure of rumor propagation and its textual information, sev-

eral researchers have constructed propagation trees to identify rumors by means of re-

sponse relationships between posts: using implicit links such as tags and web links [11]. 

Later improvements were made by using graph convolutional networks (GCN) to detect 

structural information about rumor propagation [12][13][14]. These GCN-based models 

do achieve better results in rumor detection, but we believe that the existing GCN-based 

models ignore the different contributions to nodes in the rumor propagation network. 

Clearly, different nodes have different degrees of interaction with each other, and count-

ing these nodes indiscriminately reduces the accuracy of the models. 

 

Fig.1. The wordcloud of rumors and non-rumors 
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For this reason, we proposed a rumor detection model based on a weighted graph 

convolutional neural network (CR-GCN). The CR-GCN model leverages a weighted 

graph to represent rumor propagation, addressing node heterogeneity and complex de-

pendencies. This approach captures varying levels of user credibility, engagement, and 

temporal dynamics, enhancing the model's accuracy. Compared to GCN or other rumor 

detection algorithms, CR-GCN integrates modeling of both rumor propagation and user 

social graphs, offering a more comprehensive view. Its attention mechanism strengthens 

global dependency learning, focusing on crucial aspects of the network. The weighted 

graph representation, validated through experiments on real datasets, proves superior in 

capturing essential features and nuances of rumor propagation. By integrating advanced 

techniques and utilizing weighted graphs, CR-GCN emerges as an effective and robust 

solution for rumor detection in complex social media landscapes. The main contributions 

to this paper can be summarized as follows. 

• We take full account of node heterogeneity by using weighted graphs to describe 

the topology between nodes of a rumor propagation network. 

• We use weighted graph convolutional neural networks to deal with the dependen-

cies between parent and child nodes to further capture the complex features of the prop-

agation structure. 

• An attention mechanism is introduced in the model to further enhance the learning 

of global dependencies. 

• We conducted a series of experiments on a real dataset, thus proving the validity of 

CR-GCN model. 

This article is structured as follows. Section 2 reviews recent related work on rumor 

detection; Section 3 provides a detailed description of the rumor detection task. Section 4 

describes our proposed model in detail. Section 5 presents experimental results and pro-

vides a detailed analysis. The conclusions of the paper are presented in Section 6. 

2. THE RELATED WORK 

Rumor detection is a classification task to determine the authenticity of information 

spread on social media [15]. Traditional rumor detection methods have focused on train-

ing classifiers based on various handcrafted features carefully extracted from the text 

content and the user’s social environment, for example, extracting linguistic attributes, 

user features [3][4]. Pan et al. analyzed the generalization ability of rumors across do-

mains [16]. Shi et al. [17] proposed a proxy-guided efficient re-sampling method 

(POGER) to improve black-box AI-generated text (AIGT) detection by estimating word 

generation probabilities as pseudo white-box features. In addition, Sicilia et al. [18] ex-

tracted more effective features, such as impact potential and network features. As pre-

vious models only modeled user information and textual content, ignoring the informa-

tion about temporal changes, Ma et al. [19] proposed a DSTS model using timeseries 

modelling techniques to integrate various social contextual information in rumor detec-

tion. Wu and Ma et al. [6][20] detected rumors by comparing rumor trees with non-rumor 

trees. These methods rely heavily on manual feature design, which is time-consuming 

and laborious. 
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To better learn advanced features for rumor detection, some of them started to use 

deep learning methods such as recurrent neural networks [7], convolutional neural net-

works [4][8], and deep neural networks [10]. Sida et al. improved the accuracy of rumor 

detection by introducing an attention mechanism and Bi-GRU neural network [21]. Ka-

liya et al. [9] proposed a deep learning method based on the BERT, Fake-BERT, which 

improves long-range dependent feature detection. Jiang et al [22] conducted a prelimi-

nary study on augmenting news with auxiliary entity descriptions from knowledge as 

inputs for classifying fake news. In a related area of rumor detection, a recent study used 

just-in-time learning for zero-shift learning [23]. Yang et al. used a Crowd intelligence 

and ChatGPT-Assisted Network (CICAN) to improve rumor detection by exploiting 

large language models and heterogeneous attention mechanisms [24]. Li et al. explored 

the application of various deep learning models for rumor detection on social media 

platforms, highlighting both accuracy and efficiency improvements in terms of accuracy 

and efficiency [25]. 

However, these methods ignore the information-rich social graph topology, so Liu 

et al. proposed a method that combines user relevance and information propagation re-

presentation for rumor detection [26]. Ma et al [27] proposed a GAN-style approach to 

improve the performance of rumor classifier. Subsequently, Ma et al. [28] and Li et al. 

[29] used recurrent neural networks and graph convolutional networks to model rumor 

propagation trees to capture hidden feature representations, respectively. 

Compared to other deep learning models, GCN is better at capturing global struc-

tural features in graphs. Therefore, Emrah Inan [13] used graph attention networks to 

filter potential fake users. Based on the existing literature, Ma et al [14] considered the 

interaction between events and built a multilayer graph convolution model to obtain mul-

tilayer features for rumor detection. Cui et al. [30] proposed a novel adaptive graph 

comparison learning method for rumor detection, showing that rumor propagation trees 

usually have a broad structure and most of the nodes are flat. Xiang et al. [31] proposed a 

graph autoencoder-based rumor detection model that achieves a comprehensive under-

standing of rumor propagation by capturing both local semantic changes and global se-

mantic evolution information of events during the propagation process. Zhang et al. [32] 

proposed a heterogeneous subgraph converter-based approach, which uses graph convo-

lutional networks to capture news, user behavior and social relationships, and other mul-

ti-source heterogeneous information. Natali et al. [33] proposed a model called CSI to 

extract rumor features. Bian et al. [12] mined structural features of rumor tree propaga-

tion and diffusion using Bi-GCN. Wu et al. [34] introduced an attention mechanism that 

dynamically adjusts the weight of each node to further improve detection performance. 

In summary, existing rumor detection methods don’t take into account the hetero-

geneity of nodes, we consider the heterogeneity of nodes on the basis of graph convolu-

tional neural networks to better detect the authenticity of information. 

3. PROBLEM DESCRIPTION 

Our main task is to make more accurate judgments about the veracity of information. 

To describe the problem more clearly, we have described the rumor detection task as 

follows. Some people deliberately create and spread false information for the purpose of 
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gaining attention or creating confusion [28], thus causing rumors to proliferate. The 

spread of events is shown in Fig. 2. 

From Figure 2, we can find that events are often composed of a group of related 

posts. Therefore, we denote rumor events as𝐸 = {𝐸1 , 𝐸2 , . . . , 𝐸𝑁}, where 𝐸𝑖  is the 𝑖-th 

event and 𝑁 is the total number of events.Each event contains therelated post set 𝑅𝑖and 

user set 𝑈𝑖 ,i.e. 𝐸𝑖 = {𝑅𝑖 , 𝑈𝑖}.Each rumor post set 𝑅𝑖 is composed of a source blog 𝑟0
𝑖  

and 𝑛𝑖 − 1 retweets or comments on the blog, denoted as 𝑅𝑖 = {𝑟0, 𝑟1 , . . . , 𝑟𝑛𝑖−1}, where 

𝑟𝑗  𝑗 ∈ [1, 𝑛𝑖 − 1]  denotes the 𝑗-th retweet or comment on the source blog 𝑟0in 𝑅𝑖 . The 

user set 𝑈𝑖 is the information about the users corresponding to each blog, denoted as 

𝑈𝑖 = {𝑢0, 𝑢1, . . . , 𝑢𝑛 𝑖−1},𝑢𝑗  denotes the information related to the𝑗-th user involved in the 

retweet. 

Each event 𝐸𝑖  corresponds to a category label 𝑦𝑖 ∈ {𝐹, 𝑇}(rumor and non-rumor). 

Rumor detection aims to learn the mapping 𝑓from the rumor event 𝐸𝑖  to the label and 

thus determine whether the event isrumor. The mapping function can be expressed as 

𝑓: 𝐸𝑖 → 𝑦𝑖                                                         (1) 

4. THE PROPOSED MODEL 

The general framework of the rumor detection model based on weighted graph 

convolutional neural networks is shown in Fig. 3. 

Our model can be divided into three parts. 

(A) Structural feature extraction module.We used the directed weighted graphs to 

reflect the topological relationship of information dissemination in social networks. Us-

ers in the social network correspond to nodes in the weighted graph, while the sentiment 

difference of posted content between neighboring nodes can be expressed as the weight 

of connected edges. Finally, a weighted graph convolutional neural network is used to 

 

Fig. 2. Rumor propagation tree 



XUEHAN,LIN-LINGU,JIAN-YONGYU 

 

6 

 

extract the structural features of this weighted graph. 

(B) User feature extraction module. In addition to rumor structure features, we also 

consider the role of user features for rumor detection. The combination of structure fea-

tures and user features makes the results of rumor detection more accurate. 

(C) Classifier. After feature extraction, we introduced attention mechanisms to en-

hance contextual semantic information and global dependencies. The specific implemen-

tation of these components is detailed in the following sections. 

4.1 Weighted Graph Convolutional Neural Networks 

The basic idea of the GCN is to update its own node representation by aggregating 

information on neighboring nodes. GCN tended to treat all neighboring nodes equal-

ly.However,since users have different cognitive scopes and interests, different neighbor-

ing nodes have different degrees of influence on a particular node. Thus, we considered 

the heterogeneity of nodes based on the GCN, and the specific implementation of the 

weighted graph convolutional neural network (WGCN) is as follows. 

The interactive behavior of information is represented as a heterogeneous weighted 

graph G =< 𝑉, 𝐸,𝑊 >, where Wdenotes the strength of correlation between nodes.The 

adjacency matrix A ∈ ℝn×n is constructed based on the connectivity of the graph G. The 

WGCN is used to aggregate the features of neighboring nodes to update the vector re-

presentation of the nodes. To avoid overfitting and over-smoothing problems, we refer 

the DropEdge method [35] to randomly deactivate the edges in the graph.Given the ad-

jacency matrix A and the deactivation probability η, Ne  is the number of edges in the 

graph, and η × Ne  edges are randomly sampled in the set of edges of the given graph to 

form Adrop , and the processed adjacency matrix A′ is 
A′ = A − 𝐴drop                                                     (2) 

 

Fig. 3. The overall framework of the CR-GCN model. (a) structure feature extraction module;(b) 

user feature extraction module; (c) rumor detection classifier. 
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To better understand the forward propagation law of WGCN, we represented it as a 

vector form. Thus, for node 𝑖, we have 

h i
 l+1 = σ   aij

1

 dii djj

hj
 l 

jϵN i  W l                                 (3) 

hi
 l+1 = h i

 l+1 + hi
 l                                                 (4) 

where 𝑎𝑖𝑗  is the element corresponding to the adjacency matrix, 𝑁(𝑖) denotes the 

set of neighbors of node 𝑖, 𝜎(•) is the activation function, 𝑊 𝑙  is the weight matrix, 

ℎ 𝑖
 𝑙+1 

 is the node feature representation denoting the output of layer 𝑙, ℎ𝑖
 𝑙+1 

 is the 

input of layer 𝑙 + 1. 𝑑𝑖𝑖  denotes the sum of the weights of the neighboring nodes di-

rectly connected to node 𝑖. 

4.2 Structural feature extraction module 

We constructed both a rumor propagation graph Giand arumor diffusion graph Gi
T  

based on the content and propagation structure data of a given blog, taking full account 

of the depth and breadth of rumor propagation. 

Take the rumor propagation graph Gi =< 𝑉, 𝐸,𝑊i > as an example. We represent 

each blog post as a node to form node sets of the propagation graph, 

V = {r0 , r1 , . . . , rni−1}. Based on the existence of comments or retweets between blog 

posts, the set of edges that form the propagation graph isEi = {est |s, t = 0,1,2, . . . , ni −
1}. 

When we cannot judge the authenticity of a blog post, we often make a choice based 

on the content of the comments since the content posted by users contains their prefe-

rences and opinions. We used the snownlp method to perform sentiment analysis on the 

content posted by each node, quantifying the degree of support of the responding node 

for its parent node’s views of textual sentiment differences between nodes. Assuming 

that the sentiment score of blog postrs  isSsand the sentiment score of responding node 

rt  is St , the support of rt tors  is expressed as 

wst = 1 −  Ss − St                                                  (5) 

Taking the support as the weight of the edge est , the set of weights can be ex-

pressed as Wi = {wst |s, t = 0,1,2, . . . , ni − 1}. The adjacency matrix As  is constructed 

according to the connection relationship between the upper and lower nodes of the prop-

agation graph, as shown in (6). 

As =  wst         if est
i ∈ Ei ,

0                    others.
                                             (6) 

We used the BERT model to preprocess the text of event Rito capture a more accu-

rate representation of the text features. We used thed-dimensional feature vector ex-

tracted by the BERT model as the feature matrix Xi for this event. 

LetXi = [x0, x1 , . . . , xni−1]T ∈ ℝni ×d , where x0is the feature vector of the source blog r0 

and xjis the feature vector of the j-th retweet or comment blogrj . 

The feature matrix and adjacency matrix are used as the input of the graph convolu-

tion to fuse the neighbor information of different nodes so that the neighborhood features 

under different dependencies can be learned. Finally, we obtained the feature representa-

tions𝐻𝑖𝑛 = ℎ𝑖𝑛
 𝑙+1 

 and 𝐻𝑠𝑢 = ℎ𝑠𝑢
 𝑙+1 

 of each node in the rumor propagation graph 𝐺𝑖  
and the rumor diffusion graph 𝐺𝑖

𝑇 , respectively. 
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4.3 User feature extraction module 

When users receive rumors, they can express their own opinions and may even be-

come new rumor spreaders. Rumor propagation and users are mutually influential and 

inextricably linked. We introduced a user feature extraction module to further analyze the 

impact of user interaction information on rumor detection. 

We construct the user social network 𝐺𝑈𝑖 =< 𝑈, 𝐸,𝑊𝑢 >based on the propagation 

structure and user information, where 𝐸 = {e𝑠𝑡 |𝑠, 𝑡 = 0,1,2, . . . , 𝑛𝑖 − 1},e𝑖𝑗  denotes the 

interaction between user 𝑖and 𝑗. 𝑈 = {𝑢0, 𝑢1, . . . , 𝑢𝑛𝑖−1} is the users set, each user cor-

responds to a user vector 𝑞𝑗 𝜖ℝ
𝑑𝑢 . We considered 8 user features in terms of 2 aspects, 

background information and social information, which are described in detail in Table1 

and Table 2. 

Table 1. User Profiling - Background Information 

Features Description 

Username (𝑗0) Nickname of the user, unique identification 

Certification degree (𝑗1) Official certification of Weibo 

IP Location (𝑗2) Region of the user 

Length of accession (𝑗3) Time since users joined Weibo 

 

Table 2. User Profiling - Social Information 

Features Description 

Credit value (𝑗4) User credit value after integrated consideration 

Followers’ number (𝑗5) Number of users following others 

Fans’ number (𝑗6) Number of followers of the user 

Blogs’number (𝑗7) Total number of blog made by users 

 

Each user vector contains the above eight features, denoted as 

𝑞𝑗 = [𝑞𝑗0
, 𝑞𝑗1

, 𝑞𝑗2
, 𝑞𝑗3

, 𝑞𝑗4
, 𝑞𝑗5

, 𝑞𝑗6
, 𝑞𝑗7

]. The feature vectors of all users involved in rumor 

spread are stitched together to form the user's feature matrix 

𝑋𝑢 = [𝑞0 , 𝑞1, 𝑞2 , . . . , 𝑞𝑛𝑖−1]T ∈ ℝ𝑛𝑖×𝑑𝑢 . 

The stronger the relationship between users is, the greater the influence of friend's 

behavior on the user is. We defined a similarity-based approach to measure the social 

relationships between users, as shown in (7). 

𝑠𝑖𝑚 u𝑖 , uj =
F𝑖∩Fj

F𝑖∪Fj
                                                  (7) 

where 𝑠𝑖𝑚(∙) denotes the friend similarity between users and F𝑖  denotes the 𝑖-th 

user's friend sets. 

To take into account the difference in the influence of different nodes, we use node 

similarity as the weight of connected edges, then the adjacency matrix 𝐴𝑢  of the user's 

social network can be expressed as 

𝐴𝑢 =  
𝑠𝑖𝑚 u𝑖 , uj 𝑠𝑖𝑚 u𝑖 , uj > 𝑒.

0                    Others.
                                       (8) 
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where 𝑒is the similarity threshold. If the similarity between two nodes is over the 

threshold, the connection is established, and the similarity is used as the weight value of 

the connected edges. 
We use WGCN to fuse neighboring nodes with different degrees of similarity to 

obtain a feature representation of the user node as 𝐻𝑢𝑠𝑒𝑟 = ℎ𝑢
 𝑙+1 

. 

4.4 Classifier 

To avoid features being smoothed, we use the attention mechanism as the body of 

the pooling layer to capture the influence between nodes, and the attention weights are 

calculated as shown in (9) and (10). 

tj = tanh Q ∙ W T ∙ Hj                                                (9) 

αj =
exp  tj 

 exp  ti 
 t  
i=1

                                                    (10) 

where tjis the attention score, Hj  is the hidden feature vector representation of j, 
αj  is the attention weight, and  t denotes the total number of features. 

The feature vector representation and the corresponding attention weights αjare 

combined to obtain the final attention feature vector. 

H =  αi
 t 
i=1 ∙ Hi                                                    (11) 

We compute the feature vectors Hin  and Hsu  to obtain the attention feature vec-

tors H in  and H su . This method can retain more important features than traditional me-

thods. 

The different features are concatenated into the final feature matrix Hc . 

Hc = concat H in , H su , H us er                                          (12) 

The final feature matrixHc  is fed into the SoftMax function to predict the category 

to which the rumor event Ei belongs. 

yi = softmax WcHc + b                                            (13) 

where Wc  and b are the parameters to be learned. We train to optimize all para-

meters in this model by minimizing the cross-entropy of the predicted and true labels for 

all events. 

5. EXPERIMENTAL ANALYSES 

To demonstrate the effectiveness of our proposed CR-GCN model for rumor detec-

tion, a series of experimental analyses of the CR-GCN model are conducted in this sec-

tion. 

5.1 Dataset& Experimental Setup 

Most existing models related to rumor detection use the Twitter15 and Twitter16 

datasets, but these datasets are old and contain fewer feature categories, so this paper 

draws on the CHECKED dataset from 2021 [36], this dataset contains Weibo data related 

to COVID-19 from December 2019 to August 2020, which contains a total of 1760 

non-rumor and 344 rumor data. Due to the large difference in the amount of data between 
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the two types, poor generalization ability and overfitting problems may occur during 

model training. In order to avoid the above problems, the dataset is extended and col-

lected by the crawler. For the detailed statistics of the dataset, please refer to Table 3. 

Table 3. Dataset Statistics 

Statistics Rumor Non-rumor Total 

Number of blogs 755 344 1099 

Number of retweets 1605337 40 054 1645391 

Number of comments 1 169 246 16 456 1 185 702 

 

To reduce the chance of the experimental results, we performed a 5-fold 

cross-validation on the dataset by randomly dividing it into five mutually exclusive sub-

sets of similar size, randomly selecting four of them as the training set and the remaining 

subset as the test set, and using the average of the metrics obtained from the experiments 

as the detection results of the model. 

By fine-tuning the pre-trained BERT model to ensure that the input of the model is 

adjusted and optimized, the text information of the blog post is extracted, and the feature 

dimension of the text is set to 1200 [9]. The model is trained on a two-layer weighted 

graph convolutional network model, with the dimension of the hidden feature vector of 

nodes in each layer being 64 and the dropout of each layer being 0.2 [12]. The Adam 

algorithm is used for model training, the number of iterations is 200 epochs, and early 

stopping is applied when the validation loss stops decreasing by 10 epochs. 

5.2 Baseline models & Evaluation indicators 

To test the performance of our model, we compared with existing state-of-the-art 

methods. 

• SVM-TK [20]: A support vector machine classifier based on the kernel function of 

a propagation tree simulating rumor propagation to extract structural features. 

• RvNN [28]: A recurrent neural network model modelling the bottom-up and 

top-down propagation directions, respectively, and learning the feature vector representa-

tion of rumors. 

• PPC_RNN [3]: A rumor detection model that combines RNN and CNN to learn 

the rumor representation by combining user features along the rumor propagation path. 

• CSI [33]: An LSTM classifier that extracts features such as text content, user re-

sponse and source user from the propagation graph. 

• Bi-GCN [12]: A bi-directional graph convolutional network model based on the 

propagation direction and diffusion direction of the propagation tree, transforming the 

rumor classification task into a graph classification task. 

• GCAN [37]: A co-attention network that detects true and false rumors based on 

the content of the source tweet and its propagation-based users. 

We used the same evaluation metrics as in previous work, i.e. accuracy, precision, 

recall and F1 score, to achieve an assessment of the performance of the rumor detection 

model. 

5.3 Analysis of experimental results 
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To test whether the CR-GCN model could achieve better rumor detection perfor-

mance, we compared it with the baseline approach and the performance of all models on 

the dataset is shown in Table 4. 

Table 4. Experimental Results of the Models 

Models Acc 
TR FR 

Prec. Rec. F1 Prec. Rec. F1 

SVM-TK 0.759 0.686 0.859 0.764 0.847 0.639 0.730 

RvNN 0.838 0.824 0.861 0.851 0. 842 0.822 0.831 

PPC_RNN 0.847 0.829 0.875 0.851 0.868 0.820 0.847 

CSI 0.861 0.862 0.866 0.872 0.866 0.872 0.869 

Bi-GCN 0.899 0.866 0.892 0.904 0.876 0.871 0.894 

GCAN 0.880 0.871 0.861 0.885 0.866 0.889 0.896 

CR-GCN 0.918 0.904 0.941 0.931 0.922 0.902 0.911 

From the results shown in Table IV, we can see that the traditional machine learn-

ing-based method (SVM-TK) performs significantly lower than other methods on the 

dataset, with a more limited detection capability, and cannot better identify rumors in 

social networks. While propagation tree-based methods (RvNN, PPC_RNN) get some 

improvement in accuracy compared to machine learning methods. These methods also 

show that the propagation structure contains a lot of important information about rumors 

and capturing the propagation structure helps the rumor detection task. CSI performs 

slightly better than PPC RNN because it scores user behavior while integrating user fea-

tures, while Bi-GCN investigates both rumor propagation and diffusion, compared to 

GCAN which models structural information from user similarity matrices rather than 

propagation networks. According to the results, Bi-GCN performs much better than 

GCAN because it takes into account the comment information. 

 

Fig. 4. Comparison results of the models 
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Figure 4 shows more visually the performance of the models on different evaluation 

metrics. From Fig. 4, we can find that each model gradually gets some improvement in 

rumor detection, and our proposed model can mostly outperform the other comparison 

methods. In terms of accuracy, our model outperforms SVM-TK, RvNN, PPC_RNN, 

CSI, Bi-GCN and GCAN by 16%, 8%, 7%, 5%, 2% and 3% respectively on the dataset. 

The F1 values for rumor samples and non-rumor samples were 3% and 2% higher than 

Bi-GCN, respectively. In addition, the increase of F1 values indicates the robustness of 

the CR-GCN model, which can reduce the misclassification rate of rumor events. Ob-

viously, our model can improve the ability to classify rumor information. 

5.4 Ablation experiments 

In this section, we conduct a series of ablation experiments to visually illustrate the 

effectiveness of the components of our model. This subsection discusses the following 

aspects. 

(A) With or without bi-directional propagation graph. In the rumor feature extrac-

tion module, we compared the proposed method with top-down and bottom-up variants 

of the structure, and fully considered the effectiveness of the features of rumor propaga-

tion and diffusion structures for rumor classification. 

(B) Whether to consider node heterogeneity. We analyzed the effectiveness of ru-

mor detection by removing weights and considering the degree of influence of different 

nodes. 

Ablation experiments were conducted for the effects of node heterogeneity and 

propagation direction on rumor detection performance, and the experimental results are 

shown in Fig. 5. 

We compared the GCN methods with bidirectional propagation, considering only 

rumor propagation (UD-GCN), and considering only rumor diffusion (BU-GCN), re-

spectively. The bi-directional graph convolution method (Bi-GCN) significantly outper-

formed the other two groups of methods, with an improvement of up to 5% in accuracy 

 

Fig. 5. Results of weighted heterogeneous graph ablation experiments 
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rate. This indicates that the use of directed propagation graph can better extract the fea-

tures of rumor propagation, while the extraction and fusion of features from both aspects 

of rumor propagation and spread can further improve the effectiveness of rumor detec-

tion. 

Subsequently, we investigated the effect of node variability on rumor detection per-

formance. The experimental results show that the accuracy of this model decreases by 

about 1% when node discrepancy is ignored. In addition, the impact of node discrepancy 

on each model was considered on the basis of the above ablation experiments, and the 

accuracy was improved to different degrees. Among them, Bi-GCN can increase the ac-

curacy of rumor detection to 90.5% when node variability is considered. This proves the 

effectiveness of considering node variability for rumor detection methods. 

5.5 Early detection of rumors 

Early detection of rumors is an important goal of rumor detection. The longer a 

rumor is posted on social media, the more far-reaching its impact becomes and the more 

difficult it is to intervene it. To verify the performance of our proposed model in early 

rumor detection, we evaluated the early rumor detection capability of the proposed me-

thod in this paper and other baseline methods by two delay strategies, limiting the num-

ber of retweets of the source blog post and its posting elapsed time, respectively. The 

experimental results are shown in Fig. 6 and Fig. 7. 

The performance of the models was evaluated by controlling the number of user 

retweets since the source blog post was published and calculating the accuracy of rumor 

detection and the experimental results are shown in Fig. 6, with the horizontal axis 

representing the number of blog posts retweeted by users. With the increasing number of 

retweets, the performance of different rumor detection models is improved to some ex-

tent. CR-GCN and Bi-GCN achieve high accuracy very early after the initial broadcast 

by the rumor source node. This indicates that graph convolutional networks can effec-

tively aggregate information about neighboring nodes and learn accurate node feature 

vector representations for improving the model’s ability to detect rumors at an early stage. 

The performance of CR-GCN outperforms that of Bi-GCN, which can be attributed to 

the fact that CR-GCN can effectively aggregate and learn representations of neighboring 

 

Fig. 6. Result change with number of retweets       Fig. 7. Result change with deadline 
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nodes by taking into account the different intra-layer dependencies formed between dif-

ferent blog posts, thus enabling achieve accurate identification of rumors in the propaga-

tion network. 

The performance of different rumor detection models is judged by controlling the 

propagation duration of rumors after they are published, as shown in Fig. 7. Fig. 7 shows 

the accuracy of rumor detection corresponding to different cutoff times. We can find that 

the detection effect of controlling the propagation duration has basically the same trend 

as the detection effect of controlling the number of user retweets. With the passage of 

time, the rumor detection methods are both gradually improved to a certain extent, which 

also indicates that as more and more users perform the propagation of this message with 

the growth of time, the connectivity of the propagation graph is subsequently enhanced, 

making the propagation structure further strengthened. Thus, compared with other base-

line models, the graph-based rumor detection model can capture a more comprehensive 

structural feature of rumor propagation and has better detection performance. This again 

demonstrates the importance of the interaction between posts for the rumor detection task 

and the effectiveness of the model. 

6. CONCLUSIONS 

To address the current challenges in rumor detection, this paper proposes a rumor 

detection model based on a weighted graph convolutional neural network. The method 

models the dependency relationships formed between parent and child nodes in the 

propagation tree through a weighted graph convolutional network to capture the complex 

features of the propagation structure. Meanwhile, the feature vector representation of 

nodes in the propagation tree is enhanced using an attention mechanism to learn the ru-

mor feature vector representation more accurately. In this paper, we used the microblog-

ging dataset related to the COVID-19 as experimental data, and the proposed method in 

this paper has higher rumor detection performance than other baseline methods and also 

has good detection effect in the early propagation stage of rumors. We will consider en-

hancing the detection of rumors using multimodal information in future work. 
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