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Tags play an important role in helping people find their preferred content. However, 

tagging is a labor-intensive task; therefore, tag recommendation has gained increasing at-

tention. Most of the extant literature on automated tag recommendation systems mainly 

considers a single type of data, such as tags based on the article text or image annotation 

tasks. Very few studies have demonstrated the ability to increase the quality of tag recom-

mendation by considering both textual and visual data. Moreover, similar articles are likely 

to share some common tags, and article titles are strongly correlated to the tags, which 

have not been considered by existing studies. In this paper, we propose a novel tag recom-

mendation method based on Generative Adversarial Networks (GAN) considering Multi-

modal data and Group Article Features. Our proposed method takes the individual article, 

image, group articles, as well as title information into account and applies a novel co-

attention mechanism to extract the relevant and important latent features for successful 

tagging. Moreover, we develop a GAN-based model to make use of the powerful ability 

of adversarial learning and effective predictions of the tags. The experimental results show 

that our proposed method outperforms various representative methods. 

 

Keywords: Recommendation Systems, Tag Recommendation, Multimodal Feature Extrac-

tion, Convolutional Neural Network, Co-Attention Mechanism, Generative Adversarial 

Networks  

 

1. INTRODUCTION 

To efficiently find information that meets user needs from the massive network data, 

tagging [1] and marking media information, including articles, images, or videos through 

a tagging system, has become an important trend in online media research. Tags usually 

summarize the important content of media information with keywords, and can effectively 

support information retrieval (IR) services [2], content recommendation, etc., to improve 

the efficiency of users' searching and browsing experience on the Internet. Most media 

websites use automated tag recommendations to improve the tag quality of their articles 

and enhance the possibility of articles being searched to gain more exposure to websites; 

therefore, automated tag recommendation has become a crucial research topic. 
Various recommendation methods, including collaborative filtering [3] and content-

based approaches [4-7], are utilized for tag recommendation. Deep learning methods like 
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RNN, LSTM, and CNN are extensively used in tag recommendation systems [8-11]. Ad-

ditionally, the attention-based model [11] captures interactive relationships among images, 

text, and tags, aiding in tag recommendation for multimodal data. These models can also 

integrate with Latent Dirichlet Allocation (LDA) topic models through co-attention mech-

anisms [12]. Recently, GANs [13] have gained popularity in the deep learning field. How-

ever, research on GAN-based tag recommendation [8, 14-17], particularly in multi-label 

classification, remains limited. Quintanilla et al. [8] applied GAN to improve image label 

recommendation quality, mainly focusing on image annotation without considering other 

related data or the influence of group content on tag recommendations. 

Most extant studies on automated tag recommendation technology only consider a 

single type of data, such as articles tagging based on text features [18] or image annotations 

[15]. Sparse literature [19, 20] considers multiple types of data and has proved their effec-

tiveness. Therefore, our proposed method will consider the multimodal information (image 

and text) of an article. In addition, the relevant literature only uses individual articles and 

their tags to train the tag recommendation model. Nevertheless, using only the individual 

tag data of articles may be insufficient to achieve a thorough understanding of the data. To 

solve this issue, we gathered similar articles into a group and made use of the group content 

since we observed that similar articles are likely to have some common tags. Group infor-

mation can assist individual articles in seeking to learn similar or popular tags appearing 

in group articles. Furthermore, since tags would sometimes appear in titles, we also con-

sider title information to strengthen feature extraction.  

In this paper, we propose a novel hybrid GAN-based tag recommendation method 

that considers multimodal data such as images, article content, title, and group article con-

tent to strengthen the article feature analysis and extraction. There is no article tag recom-

mendation method considering both group and title information in the relevant literature. 
The proposed method will combine multimodal data through the attention mechanism [21]. 

By reweighting each element in the data, it makes neural network model learning more 

flexible and helps to capture important information. Our study uses the collaborative at-

tention (co-attention) mechanism [22] to effectively extract the features and interactive 

relationships of multiple types of data through neural networks, and further adopts adver-

sarial learning to optimize tag generation. Despite the success of GAN, there are few re-

lated studies on tag recommendation based on GANs. Our model adopts a novel co-atten-

tion mechanism to effectively combine multimodal data, including text, image, group, and 

title information, in the generator. Our aim is to generate realistic tag predictions through 

competitive learning of GANs; to meet this objective, we developed a novel competitive 

learning framework for GANs to enhance the accuracy of tag recommendations.  
We implemented the proposed method on a media website, NiuNews, and the effec-

tiveness was evaluated and compared. The results demonstrated that our method outper-

forms several representative methods in the tag recommendation field. The developed tag 

recommendation method helps the platform to tag articles more efficiently, reduce labor 

costs effectively, and enable users to find their favorite articles faster through tags, thereby 

improving platform adhesion, and exhibiting practical application value and contribution. 

The remainder of this paper is organized as follows. Section 2 gives a brief overview 

of related work, and section 3 explains our proposed recommendation approach. Section 4 

describes and analyzes the experiment and evaluation results. The final section concludes 

the research and discusses future work. 
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2. RELATED WORKS 

This section introduces related work and the methods adopted in our work.     

2.1 Tag Recommendation Systems 

Tag recommendation systems include: Collaborative Filtering (CF), Content-Based 

Filtering (CBF), and Hybrid Filtering. The collaborative filtering method [3, 23, 24] con-

structs tag recommendation models based on the similarity of the user's historical tagging 

behavior (user-based) or the similarity between items (item-based). The content-based fil-

tering method [4-7, 25] extracts features for item content and recommends tags for new 

content through similarity between contents and records. The Labeled LDA (Latent Di-

richlet Allocation) model [5] is proposed to extend LDA by restricting the correspondence 

between tags and potential topics to recommend tags. 

Hybrid filtering [26, 27] is a method of combining the above two concepts to over-

come their respective shortages. A hybrid tag recommender system is designed by com-

bining collaborative filtering with content-based methods [28]; the usage patterns and time 

characteristics of tags are considered for generating recommendations [29].  

2.2 Deep Learning Approaches for Tag Recommendation 

Several related studies have combined deep learning and tag recommendation. For 

example, the attention-based convolutional neural network (CNN) model [9] expresses 

topic tag recommendations as a multi-label classification task that takes the content of the 

post as input, extracts the feature vector related to the article through the CNN and attention 

mechanism, and finally outputs the probability of the recommended label. The tag recom-

mendation model based on the LSTM [10] also considers tag recommendation as a classi-

fication task, a novel RNN model that learns the representation vector of Twitter content 

to recommend tags. Related literature [18] proposes organizing article content through a 

temporal neural network to recommend relevant tags. The model uses the encoder and 

attention mechanism to model text semantic features through RNN. Besides, the decoder 

is used to process the correlation of tags through the predicting path.  

2.3 Tag Recommendation Based on a Multimodal Fusion Framework 

In addition to text content, recent online articles often contain other types of data. 

Some studies [30, 31] use multimodal data to improve the recommendation models. Re-

lated literature [11] proposes a multimodal neural network model based on the attention 

mechanism to capture the potential interactions between images, texts, and tags in mi-

croblogs to recommend related tags.  

In addition, related research [32] proposed a tag recommendation method based on a 

memory-enhanced parallel collaborative attention model for photo-sharing services. The 

model uses content modules to simultaneously model images and texts; it introduces ex-

ternal memory and adopts a parallel collaborative attention mechanism to extract image 

features and text features.  

2.4 Generative Adversarial Networks for Tag Recommender Systems 
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The Generative Adversarial Network (GAN) was proposed by Goodfellow et al. [13]. 

Although GAN has achieved good results in many applications, there are few related stud-

ies on the topic of multi-label classification [8, 15-17]. Related research on text tag recom-

mendation includes a multi-label classification model based on adversarial learning, while 

image label recommendation includes using adversarial learning architecture to strengthen 

the generation of label probability distribution to improve image label prediction [17, 33]. 

It also includes the automatic image annotation model based on the concept of imitating 

human annotations and the GAN architecture [15], to produce tags that can denote the 

image content more appropriately. Huang, et al. [34] use the attention method and the ad-

versarial network to learn the common representation vector of multimodal data and apply 

it to tag recommendation. A personalized image tag recommendation based on GANs was 

proposed by Quintanilla et al. [8]. Their model uses adversarial learning architecture to 

learn and predict the probability distribution of tags similar to those generated by users.  

In the tag recommendation studies based on the GAN, image tagging is mostly used, 

while there is less research focus on article tagging. Therefore, the GANs still have great 

research value in article tagging tasks. 

3. PROPOSED APPROACH 

3.1 Overview 

 

Fig. 1. Overview of the Proposed Recommendation Method 

We propose a novel tag recommendation method based on multimodal data features, 

group article tag feature learning, and GAN. The overall framework of the proposed 

method is shown in Fig. 1. The steps of our study mainly include the feature extraction 

method combining clustering and multimodal data with CNNs, using a novel collaborative 

attention mechanism to learn weights, and constructing a tag prediction model with adver-

sarial learning architecture. The proposed article tag recommendation method includes (1) 
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two-stage feature extraction models for multimodal data; (2) combining images, individual 

articles, titles, and group article features to generate integrated article feature representa-

tion vectors to enhance the feature analysis and extraction of article content; (3) construct-

ing a new tag recommendation model based on integrated article features and GAN archi-

tecture. The competitive learning framework helps to learn the distribution of tag proba-

bilities based on multimodal data and group article characteristics.  

Since only using a single article for multi-label classification of tag recommendations 

may cause the predicted tags to be uncommon or not sufficiently representative of the tar-

get article due to the narrow data scope, our method considers three additional data types 

to make up for the shortcomings of traditional recommendation methods. We observed 

that similar articles often have similar tags and that tags sometimes appear in the title. 

Therefore, grouping articles and extracting group article features based on group article 

tags, as well as title information, can overcome the insufficiency of single article features. 

In addition, related literature has used multimodal data (images and articles) to improve 

the accuracy of recommendations and has proven efficiency; thus, our method also incor-

porates the visual data in the article into feature learning. The proposed method uses four 

independent CNNs to extract the hidden features of individual article images, individual 

articles, group popular words, and group articles. Additionally, article titles are incorpo-

rated to enhance the feature learning of our textual data, including individual and group 

articles. The tag recommendation model is implemented by adversarial learning architec-

ture and multi-label classification. First, we used four types of data with pre-trained first-

stage feature extraction models to produce primary latent feature vectors. The samples to 

be trained are input into the second-stage feature extraction models in the generator to 

produce four latent feature vectors. After finishing the feature extraction, the co-attention 

mechanism is adopted to adjust the weights of latent features to learn the importance of 

different types of data for tag recommendation and further predict the classification results. 

The discriminator uses a multi-layer neural network to perform binary classification to 

determine whether the input sample is real or fake. The generator network optimizes the 

multi-label classification prediction through the classification loss function and the reward 

from the discriminator so that it can produce more accurate labels. The discriminator net-

work will be optimized through the binary classification loss so that it can distinguish be-

tween real and fake data. Finally, once the generator and discriminator training converge, 

the generator can be used to generate accurate tags for the recommendation. 

3.2 Data Preprocessing and Primary Feature Extraction  

At this stage, we pre-processed the news articles and pre-trained three different mo-

dality first-stage feature extraction models to extract the primary feature latent vectors. We 

used the popular architecture handling visual tasks, VGG-19 [35], as our first-stage image 

feature extraction model. We also pre-trained the word2vec model for all the textual data. 

For the group article features, a separate CNN model was trained for each group, designed 

as a multi-label classifier, and trained independently.   

 

(A) Visual Data Preprocessing and Visual Feature Extraction  

In the data preprocessing step, we resize all images into 224×224 as input of the pre-

trained model. In vision applications, CNN has achieved great success, and many pre-
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trained models have achieved excellent results. In this study, we constructed our visual 

feature extraction model using one of the most popular models, the VGG-19 model and 

pre-trained it using the ImageNet dataset. We only took the model structure before the last 

output layer to extract the primary visual latent vector 𝑝𝑓𝑑
𝑖𝑚𝑎𝑔𝑒

 for each article 𝑑.  

 

(B) Textual Data Preprocessing and Textual Feature Extraction 

In this section, we first removed stop words in our articles and used Jieba to do Chi-

nese word segmentation. To extract our primary text feature, we pre-trained a word2vec 

model with 354,158 Chinese wiki documents and text in our dataset. Once the training was 

finished, the word2vec model could generate the word embedding vector to represent each 

word. We adopted the word2vec model to produce both article and title latent vectors and 

concatenated them to be our primary text latent vector 𝑝𝑓𝑑
𝑡𝑒𝑥𝑡 for each article 𝑑.     

 

(C) Group Data Preprocessing and Group Feature Extraction  

In this part, we first used LDA (Latent Dirichlet Allocation) to group articles. LDA 

can efficiently classify articles into N topics (groups). Since similar content has a higher 

probability of being assigned to the same topic, the topic assigned to each article can be 

seen as its group. Since we observed that articles in the same group often consist of some 

common words, we posited that words frequently appearing in one group should carry 

important group information. Thus, we took the top 100 frequent words in each group and 

produced the primary group popular word latent feature vectors through the word2vec 

model pre-trained in 3.2.2. The primary group popular word latent feature vector 𝑝𝑓𝑑
𝑔𝑝𝑜𝑝

 

for article 𝑑 is the same for the articles in the same group.  

Besides, to learn the hidden characteristics in each group, we trained different CNN 

feature extraction models for each group independently. Since the features extracted rep-

resent the group articles’ common pattern, we used “group pattern features” 𝑓𝑔𝑟𝑜𝑢𝑝 to 

denote these features in the following parts. The group CNN models have the same archi-

tecture and are trained as a multi-label classification task. The difference between the mod-

els is the data to be trained; each model only takes the article data that belong to the corre-

sponding group, where article data are concatenated with article word embedding and title 

word embedding. We fed the article latent vector 𝑝𝑓𝑑
𝑡𝑒𝑥𝑡  to the corresponding group CNN 

model to extract the group's primary pattern feature vector 𝑝𝑓𝑑
𝑔𝑟𝑜𝑢𝑝

, as shown in Eq. (1). 

To pre-train each primary group pattern feature CNN model, we input the group pattern 

feature vector 𝑝𝑓𝑑
𝑔𝑟𝑜𝑢𝑝

 of each article 𝑑 in the group into the fully connected layer and 

used activation function σ (sigmoid) to obtain the classification prediction result 𝑝𝑑
𝑔𝑟𝑜𝑢𝑝

, 

which is shown in Eq. (2). We took the corresponding real tags of each article 𝑑 to be the 

ground truth 𝑦𝑑, and calculated the binary cross entropy loss (𝐵𝐶𝐸) with our predicted 

tags probability 𝑝𝑑,𝑖
𝑔𝑟𝑜𝑢𝑝

 of tag i for the same article, as shown in Eq. (3). We used this loss 

function to update our models. Once the model training process was completed, we ex-

tracted the vector before the last layer to be our primary group pattern feature 𝑝𝑓𝑑
𝑔𝑟𝑜𝑢𝑝

 

for article 𝑑:  

𝑝𝑓𝑑
𝑔𝑟𝑜𝑢𝑝  = 𝐺𝑟𝑜𝑢𝑝 − CNN(𝑝𝑓𝑑

𝑡𝑒𝑥𝑡), (1) 

𝑝𝑑
𝑔𝑟𝑜𝑢𝑝  = 𝜎(𝑊𝑔 ⋅ 𝑝𝑓𝑑

𝑔𝑟𝑜𝑢𝑝
+  𝑏𝑔), (2) 
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𝐵𝐶𝐸(𝑝𝑑
𝑔𝑟𝑜𝑢𝑝

) = −
1

𝑄
∑ [𝑦𝑖

𝑑  log(𝑝𝑑,𝑖
𝑔𝑟𝑜𝑢𝑝

) + (1 − 𝑦𝑖
𝑑)log(1 − 𝑝𝑑,𝑖

𝑔𝑟𝑜𝑢𝑝
)]𝑄

𝑖=1 , (3) 

where 𝑄 represents the number of tags in the tag set, and 𝑦𝑖
𝑑 signifies whether ar-

ticle d has been labeled by tag i. An overview of pre-training of the first-stage group pattern 

feature extraction models is shown in Fig. 2. As mentioned above, we have N group pattern 

feature extraction models. Each model is trained by the article content as well as the title 

of the articles that belong to that group.  

 

Fig. 2. An Overview of the First-Stage Group Pattern Feature Extraction Models Pre-training 

3.3 Generative Adversarial Network 

Our study developed a reinforcement learning architecture based on the generative 

adversarial network (GAN) for tag recommendation. GAN includes two competing learn-

ing models: the Generator and the Discriminator. In our case, the generator was used to 

generate the tag prediction probability of the article, and the discriminator was used to 

distinguish whether the probability was derived from training data or generated by the 

Generator. The proposed model constructs the convolutional networks as the second-stage 

feature extraction neural network in the generator and uses the attention mechanism to 

combine visual, textual, and group features to generate integral article feature representa-

tion vectors to enhance the feature analysis and extraction of article content. The generator 

architecture is shown in Fig. 3.  

(A) Generator 

The generator in our model adopts four different kinds of data: individual article im-

ages, individual articles with titles, group popular words, and group article patterns. It takes 

the primary features extracted in 0, which are 𝑝𝑓𝑖𝑚𝑎𝑔𝑒 , 𝑝𝑓𝑡𝑒𝑥𝑡 , 𝑝𝑓𝑔𝑝𝑜𝑝, and 𝑝𝑓𝑔𝑟𝑜𝑢𝑝 in 

Fig. 3, as inputs. Then the generator selects samples through a designed sampling strategy 

that we can increase the weight of samples that have better generation performance to im-

prove the training effect of the generator. 

The selected samples are processed into the four second-stage feature extraction 

model to extract the latent features of four types of data denoted as 𝑓𝑖𝑚𝑎𝑔𝑒 , 𝑓𝑡𝑒𝑥𝑡, 𝑓𝑔𝑝𝑜𝑝, 

and 𝑓𝑔𝑟𝑜𝑢𝑝 in Fig. 3. Then the co-attention mechanism is adopted to integrate the latent 
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features to generate a comprehensive feature vector of the article, and finally generate a 

predicted tag probability through the fully connected layer.  

 

 
Fig. 3. Generator Model Architecture 

 

Second-Stage News Features Extraction  

After we sampled the first-stage features, we fed these features to our second-stage 

extraction models. For visual features, we used a fully connected layer to map the features 

into the same dimension of the textual feature vectors and also added a self-attention layer 

to learn the relationship between different parts in our visual feature vector, as shown in 

Eq. (4).  

𝑓𝑑
𝑖𝑚𝑎𝑔𝑒  = selfattn[tanh(𝑊𝑡 ⋅ 𝑝𝑓𝑑

𝑖𝑚𝑎𝑔𝑒
+  𝑏𝑡)] (4) 

Our feature extraction models are mainly composed of CNN to extract the textual 

latent features of the data. We apply three convolution layers with different kernel sizes to 

extract second-stage feature vectors for individual articles, group popular words, and group 

articles. A self-attention layer is added to the three feature extractors, as shown in Eqs. (5) 

~ (7):  

𝑓𝑑
𝑡𝑒𝑥𝑡  = selfattn[𝑡CNN(𝑝𝑓𝑑

𝑡𝑒𝑥𝑡)] (5) 

𝑓𝑑
𝑔𝑝𝑜𝑝 = selfattn[𝑝CNN(𝑝𝑓𝑑

𝑔𝑝𝑜𝑝
)] (6) 

𝑓𝑑
𝑔𝑟𝑜𝑢𝑝  = selfattn[𝑔CNN(𝑝𝑓𝑑

𝑔𝑟𝑜𝑢𝑝
)], (7) 

where 𝑝𝑓𝑑
𝑡𝑒𝑥𝑡 , 𝑝𝑓𝑑

𝑔𝑝𝑜𝑝
, 𝑝𝑓𝑑

𝑔𝑟𝑜𝑢𝑝
 denote the primary latent feature vectors of individ-

ual article content, group popular words, and group article patterns of article 𝑑, respec-

tively. 
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Self-attention [21] can capture important information by considering the neighbor-

hood context. In our second feature extraction models, we added the self-attention mecha-

nism to all of them before we generated our latent feature vectors. The self-attention is 

implemented as follows: 

ℎ𝑡,𝑡′ = tanh(𝑊𝑡𝑥𝑡
𝑇 + 𝑊𝑡′𝑥𝑡′

𝑇 + 𝑏𝑡) (8) 

𝛼𝑡,𝑡′ = 𝜎(𝑊𝛼ℎ𝑡,𝑡′ + 𝑏𝛼) (9) 

𝑙𝑡  = ∑ 𝛼𝑡,𝑡′𝑥𝑡′

𝑡′
 (10) 

The attention weight 𝛼𝑡,𝑡′ captures the relationship between the input features 𝑥𝑡 

and 𝑥𝑡′ at regions/timesteps 𝑡 and 𝑡′, respectively. σ is the element-wise sigmoid func-

tion. The attentive feature representation 𝑙𝑡 for each region/timestep 𝑡 is the weighted 

sum over the other context features. In our case, we split the visual features into different 

regions and the textual features into different timesteps to replace 𝑥𝑡. 

 

Integrating News Features with Co-attention Mechanism 

Fig. 4. Co-attention Block 

After obtaining all the latent feature vectors: 𝑓𝑖𝑚𝑎𝑔𝑒 , 𝑓𝑡𝑒𝑥𝑡, 𝑓𝑔𝑝𝑜𝑝, and 𝑓𝑔𝑟𝑜𝑢𝑝, we 

adopted our innovative co-attention structure to integrate them. We introduced the idea of 

co-attention presented in [34] and made some modifications to make it applicable in our 

case and improve the effect. Since individual data seems to be more important than group 

data, we first use individual image and text data to guide our group's popular words and 

group pattern feature. Besides, the text often contains more information than the image 

does, so we attend to the image before the text. Fig. 4 shows our co-attention block.  

We separate the alternating co-attention into three phases. In phase 1, the new group 
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representation is generated by comparing the original image and textual features to the 

group-related features including group popular features and group pattern features sepa-

rately. We first add up the mean of the image features and the mean of text features to 

derive our individual information. Then we calculate the attention weights for different 

parts of the group popular features and group pattern features according to the individual 

information. Take group popular features for example. We use a single 𝑡𝑎𝑛ℎ layer to 

learn the relationship between group popular information and individual information and 

a following 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 layer to produce the attention weight. Lastly, we weigh different 

parts in our original group's popular features 𝑓𝑔𝑝𝑜𝑝 and sum them up to generate the at-

tentive group popular representation vector 𝐴𝑓𝑔𝑝𝑜𝑝. The calculating details are shown in 

Eq. (11).   

ℎ𝑝 = 𝜗 (𝑊𝑓𝑔𝑝𝑜𝑝 ⋅ 𝑓𝑔𝑝𝑜𝑝 ⊙ 𝑊𝑓𝑖𝑡 ⋅ (𝑣𝑖𝑚𝑎𝑔𝑒 + 𝑣𝑡𝑒𝑥𝑡)), 

𝑎𝑝 = softmax (𝑊ℎ𝑝
⋅ ℎ𝑝 + 𝑏𝑝), 

𝐴𝑓𝑔𝑝𝑜𝑝 = ∑  𝑎𝑝 ⋅ 𝑓𝑔𝑝𝑜𝑝, 

(11) 

where 𝑓𝑔𝑝𝑜𝑝 ∈ ℝ𝑒×𝑇; 𝑣𝑖𝑚𝑎𝑔𝑒 , 𝑣𝑡𝑒𝑥𝑡 ∈ ℝ𝑑 represent the mean of 𝑓𝑖𝑚𝑎𝑔𝑒  and 𝑓𝑡𝑒𝑥𝑡  re-

spectively; 𝑒 is the embedding size; 𝑇 is the maximal length of each article; + denotes 

the element-wise addition; ⊙ denotes the operation of concatenating each column of the 

2d array and the 1d vector; 𝜗  is the 𝑡𝑎𝑛ℎ activation function. The generated vector 

𝐴𝑓𝑔𝑝𝑜𝑝 also has the dimension of 𝑒, that is, 𝐴𝑓𝑔𝑝𝑜𝑝 ∈ ℝ𝑒. 

We also generate the attentive group pattern representation vector 𝐴𝑓𝑔𝑟𝑜𝑢𝑝 through 

the same process, as shown in Eq. (12). 

ℎ𝑔 = 𝜗 (𝑊𝑓𝑔𝑟𝑜𝑢𝑝 ⋅ 𝑓𝑔𝑟𝑜𝑢𝑝 ⊙ 𝑊𝑓𝑖𝑡 ⋅ (𝑣𝑖𝑚𝑎𝑔𝑒 + 𝑣𝑡𝑒𝑥𝑡)), 

𝑎𝑔 = softmax (𝑊ℎ𝑔
⋅ ℎ𝑔 + 𝑏𝑔), 

𝐴𝑓𝑔𝑟𝑜𝑢𝑝 = ∑ 𝑎𝑔 ⋅ 𝑓𝑔𝑟𝑜𝑢𝑝, 

(12) 

Then we combine the attentive group popular representation vector 𝐴𝑓𝑔𝑝𝑜𝑝  and 

group pattern representation vector 𝐴𝑓𝑔𝑟𝑜𝑢𝑝 to generate the attentive group representa-

tion vector 𝑓𝑝𝑜𝑝−𝑔𝑟𝑝  by simply summing them up with balance weight 𝛾 and 𝜔, as 

shown in Eq. (13), where 𝑓𝑝𝑜𝑝−𝑔𝑟𝑝 ∈ ℝ𝑒: 

𝑓𝑝𝑜𝑝−𝑔𝑟𝑝 = 𝛾 ⋅ 𝐴𝑓𝑔𝑝𝑜𝑝 + 𝜔 ⋅ 𝐴𝑓𝑔𝑟𝑜𝑢𝑝  (13) 

In phase 2, we use the original text feature vector and our new group feature vector 

to guide the image features. This approach is similar to what we did in phase 1; the weights 

are calculated for different regions in the image vector based on the mutual influence be-

tween image information and text-group information. Then we derive the weighted sum of 

the image region vector as the attentive image representation vector 𝐴𝑓𝑖𝑚𝑎𝑔𝑒 , as shown 

in Eq. (14): 
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ℎ𝑖 = 𝜗 (𝑊𝑓𝑖𝑚𝑎𝑔𝑒 ⋅ 𝑓𝑖𝑚𝑎𝑔𝑒 ⊙ 𝑊𝑓𝑡𝑔 ⋅ (𝑣𝑡𝑒𝑥𝑡 + 𝑓𝑝𝑜𝑝−𝑔𝑟𝑝)), 

𝑎𝑖 = softmax(𝑊ℎ𝑖
⋅ ℎ𝑖 +  𝑏𝑖), 

𝐴𝑓𝑖𝑚𝑎𝑔𝑒 = ∑  𝑎𝑖 ⋅ 𝑓𝑖𝑚𝑎𝑔𝑒 , 

(14) 

where 𝑓𝑖𝑚𝑎𝑔𝑒 ∈ ℝ𝑒×𝐼, 𝑒 is the embedding size, and 𝐼 is the number of regions in an 

image. Other symbols have the same meanings as mentioned above. The generated vector 

𝐴𝑓𝑖𝑚𝑎𝑔𝑒  also has the dimension of 𝑒, that is, 𝐴𝑓𝑖𝑚𝑎𝑔𝑒 ∈ ℝ𝑒. 

In phase 3, we use the attentive image feature vector and new group feature vector to 

guide the text features. This approach is also similar to the above, that is the weights are 

calculated for different sequence parts in the text vector based on the mutual influence 

between text information and the image-group information. Then we can derive the 

weighted sum of the text sequence vector as the attentive text representation vector 𝐴𝑓𝑡𝑒𝑥𝑡, 

as shown in Eq. (15): 

ℎ𝑡 = 𝜗 (𝑊𝑓𝑡𝑒𝑥𝑡 ⋅ 𝑓𝑡𝑒𝑥𝑡 ⊙ 𝑊𝑓𝑖𝑔 ⋅ (𝐴𝑓𝑖𝑚𝑎𝑔𝑒 + 𝑓𝑝𝑜𝑝−𝑔𝑟𝑝)), 

𝑎𝑡 = softmax(𝑊ℎ𝑡
⋅ ℎ𝑡 + 𝑏𝑡), 

𝐴𝑓𝑡𝑒𝑥𝑡 = ∑  𝑎𝑡 ⋅ 𝑓𝑡𝑒𝑥𝑡, 

(15) 

where 𝑓𝑡𝑒𝑥𝑡 ∈ ℝ𝑒×𝑇 and 𝑇 is the maximal length of each article. Other symbols have 

the same meanings mentioned above. The generated vector 𝐴𝑓𝑡𝑒𝑥𝑡 also has the dimension 

of 𝑒, that is, 𝐴𝑓𝑡𝑒𝑥𝑡 ∈ ℝ𝑒. 

Finally, we combine all the attentive representation vectors via Eq. (16) to generate 

our integrated feature vector 𝑓𝑎𝑙𝑙  for later use: 

𝑓𝑎𝑙𝑙 = 𝑓𝑝𝑜𝑝−𝑔𝑟𝑝 + 𝐴𝑓𝑖𝑚𝑎𝑔𝑒 + 𝐴𝑓𝑡𝑒𝑥𝑡, (16) 

where 𝑓𝑝𝑜𝑝−𝑔𝑟𝑝, 𝐴𝑓𝑖𝑚𝑎𝑔𝑒 , and 𝐴𝑓𝑡𝑒𝑥𝑡  denote the attentive representation of group, im-

age, and textual features, respectively. 

 

Tag Probability Generation and Generator Model Updating 

After the generator G generates the article integration feature 𝑓𝑎𝑙𝑙  of all the sample 

data via Eq. (16), we take the feature 𝑓𝑑
𝑎𝑙𝑙  for every single article 𝑑 to predict its gener-

ated tag probability 𝑝𝐺
𝑑 through a fully connected layer, as shown in Eq. (17). The update 

of the parameters in the generator is based on the classification performance and reward of 

the discriminator. The loss function mainly includes the binary cross-entropy loss func-

tion 𝐿𝑐𝑒  (Eq. (18)) of multi-label classification and the reward loss function 𝐿𝑎𝑑𝑣 (Eq. 

(19)) of the discriminator. 𝐷(𝑝𝐺
𝑑) is the probability that the discriminator distinguishes 

whether 𝑝𝐺
𝑑 is true or not. If the tag probability generated by the generator can easily fool 

the discriminator, this reward function can be minimized. Therefore, the generator will try 

to generate a tag probability that is close to the pattern of the real probability. In this way, 

the generator can generate accurate tags. The loss function 𝐿𝐺 of the generator is shown 

in Eq. (20): 
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𝑝𝐺
𝑑 = 𝜎(𝑊𝑎𝑙𝑙 · 𝑓𝑑

𝑎𝑙𝑙 + 𝑏𝑎𝑙𝑙) (17) 

𝐿𝑐𝑒 = −
1

|𝑆𝐺|
∙

1

𝑄
∑ ∑ [𝑦𝑖

𝑑log (𝑝𝐺, 𝑖
𝑑

𝑄

𝑖=1
)+(1 − 𝑦𝑖

𝑑) log(1 − 𝑝𝐺, 𝑖
𝑑 )

𝑑∈𝑆𝐺

] (18) 

𝐿𝑎𝑑𝑣 =  −
1

|𝑆𝐺|
∑ log (1 − 𝐷(𝑝𝐺

𝑑))

𝑑∈𝑆𝐺

 (19) 

𝐿𝐺 = 𝛼 × 𝐿𝑐𝑒 + 𝛽 × 𝐿𝑎𝑑𝑣  (20) 

SG is the sample set of the generator; Q represents the number of tags in the tag set; 𝑖 
represents the order of tags; 𝑑 represents the order of articles; 𝑦𝑖

𝑑 represents whether the 

tag 𝑖 is used to tag article  𝑑; 𝑝𝐺, 𝑖
𝑑  is the probability of tag 𝑖 generated by the generator 

when predicting article 𝑑. The generator model, including feature extraction models and 

co-attention architecture, is updated by backpropagation using the loss function 𝐿𝐺. After 

multiple iterations of the generative adversarial learning, the training of the discriminator 

and generator both converge.   
 

(B) Discriminator 

The objective of discriminator D is to distinguish between the predicted distribution 

by generator G and the real distribution; it also gives the reward to the generator according 

to the discriminating result each time. The method employed here mainly refers to related 

literature [17] that generates tag probability and real tag probability as the input of the 

discriminator. In our study, we also concatenate the tag probability with our integrated 

feature 𝑓𝑎𝑙𝑙  as a condition to guide the discriminator to make better distinctions. We use 

a multilayer perceptron (MLP) as the discriminator architecture, as shown in Fig. 5. 

 

 
Fig. 5. Discriminator Model Architecture 

The input of D is the integrated feature 𝑓𝑎𝑙𝑙  concatenating with the real tag proba-

bility distribution 𝑝𝑟𝑒𝑎𝑙  or the generated tag probability distribution 𝑝𝐺 . After the multi-
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layer neural networks and the single node of the last sigmoid layer, the discriminator out-

puts the probability that the input is recognized as true. A closer value to 1 represents the 

input is closer to the real tag probability; conversely, the closer the value is to 0, the more 

likely the input tag probability was generated by the generator.  

 

Discriminating Between Real and Generated Tag Probability 

In our model, a multilayer perceptron (MLP) was adopted to construct a discriminator. 

Through the multi-layer activation function, the discriminator can finally identify the real-

ity of the tag probability. If the output probability is closer to 1, the discriminator considers 

the sample to be more real. Conversely, the discriminator concludes that the sample is 

more likely to be generated by the generator. The probability of each tag in ground truth is 

either 0 or 1, that is, in determining whether it is used to label the sample article. However, 

the tag generated by the generator is a probability value between 0-1, which makes it too 

easy for the discriminator to find the difference and identify the reality. Therefore, we 

introduce a modification method referred to [8] to adjust the input 𝑝𝑡𝑟𝑢𝑡ℎ
𝑑  of the real label 

to 𝑝𝑟𝑒𝑎𝑙
𝑑 , so that the discriminator can be effectively trained. The conversion method is 

shown in Eq. (21):  

𝑝𝑟𝑒𝑎𝑙
𝑑 = (𝑝𝑡𝑟𝑢𝑡ℎ

𝑑  ×  random(𝜂,  1)) + random(0,  𝜀) (21) 

The values contained in 𝑝𝑡𝑟𝑢𝑡ℎ
𝑑  are all 0 or 1, which represents whether the tag is 

used to label the sampled article 𝑑. 𝜂 is the critical value, and 𝜀 is the upper bound of 

the random function. Assuming that 𝜂 = 0.25 and 𝜀 = 0.001, through Eq. (21), the prob-

ability of a tag originally used for labeling being converted to a probability value is be-

tween 0.25 and 1.0, and the probability of a tag not used for labeling being converted to a 

probability value is between 0.0 and 0.001. Through this conversion, the difficulty of the 

discriminator's recognition can be increased, further achieving a better training effect. 

 

Discriminator Model Updating 

The discriminator uses the binary cross entropy to calculate the loss function 𝐿𝐷. This 

result can be achieved by minimizing the objective function shown in Eq. (22), which is 

used to evaluate the quality of discrimination between the real tag probability 𝑝𝑟𝑒𝑎𝑙
𝑑  and 

the generated tag probability 𝑝𝐺
𝑑 of article 𝑑:  

𝐿𝐷 =  −
1

|𝑆𝑟𝑒𝑎𝑙|
 ∑ log𝐷([𝑓𝑑

𝑎𝑙𝑙 ,   𝑝𝑟𝑒𝑎𝑙
𝑑 ])

𝑑∈𝑆𝑟𝑒𝑎𝑙

− 

1

|𝑆𝐺|
∑ log (1 − 𝐷([𝑓𝑑

𝑎𝑙𝑙 ,  𝑝𝐺
𝑑]))𝑑∈𝑆𝐺

, 

(22) 

where 𝑓𝑑
𝑎𝑙𝑙  denotes the article integrated feature of a single article 𝑑 derived from 

Eq. (16); 𝐷([𝑓𝑑
𝑎𝑙𝑙 ,   𝑝𝑟𝑒𝑎𝑙

𝑑 ]) and 𝐷([𝑓𝑑
𝑎𝑙𝑙 ,  𝑝𝐺

𝑑])  are the probability of discriminating 

𝑝𝑟𝑒𝑎𝑙
𝑑  and 𝑝𝐺

𝑑 to the real, respectively. 𝑆𝑟𝑒𝑎𝑙 is the set of real samples, while SG is the set 

of samples generated by the generator. To minimize the loss function, the discriminator 

should let 𝐷([𝑓𝑑
𝑎𝑙𝑙 ,   𝑝𝑟𝑒𝑎𝑙

𝑑 ]); the probability of discriminating 𝑝𝑟𝑒𝑎𝑙
𝑑  as real is when it is 

as close to 1 as possible. Conversely, for the probability of discriminating 𝑝𝐺
𝑑 as real, 
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𝐷([𝑓𝑑
𝑎𝑙𝑙 ,   𝑝𝐺

𝑑]), it should be closer to 0. After generative adversarial training for many it-

erations, the discriminator and generator’s training process will converge. At that time, 

𝐷([𝑓𝑑
𝑎𝑙𝑙 ,   𝑝𝑟𝑒𝑎𝑙

𝑑 ]) and 𝐷([𝑓𝑑
𝑎𝑙𝑙 ,   𝑝𝐺

𝑑]) should approach 0.5, which means that the gener-

ated tag has successfully confused the discriminator. 

3.4 Top-K Recommendation 

The generator and the discriminator are trained alternatively until convergence, at 

which time the discriminator is no longer able to discriminate whether the sample is real 

or fake and the generator can generate tag probability whose distribution is close to the 

true probability.  

Finally, our main purpose was to recommend tags relevant to the new articles. Hence, 

once we obtained the article’s information, we fed it into our trained generator to generate 

the corresponding tag probability. Tags with higher probability indicate that they are more 

relevant to the news and have a higher possibility of being chosen by the user to tag the 

article; therefore, we selected the top K tags ranked by the predicted tag probability to 

recommend.  

4. EXPERIMENT AND EVALUATION 

4.1 Dataset 

Our experiments were conducted on a real-world news dataset, obtained from a web-

site named NiusNews (https://www.niusnews.com/). We collected 9,530 articles. After fil-

tering out the articles with no image and the low frequency (appearing less than 15 times 

in all articles) tags, the experiment dataset contains 5,796 articles, 42,804 vocabularies, 

and 266 tags. Each article in the dataset involves posted time, title, text content, image, 

channel ID, author ID, and tags. We randomly selected 80% of our data as the training set 

(4,643 articles), and the other 20% as the testing set (1,153 articles). 

4.2 Experimental Setting  

After numerous tests, we determined our parameters as described below. For images 

in our dataset, we resized them into 224x224 and then fed them into a VGG-19 net pre-

trained by the dataset. We adopted the output of the last pooling layer as the image features. 

For text contents, we first used Jieba to eliminate stop words and tokenize them. Then we 

trained our word2vec model by Chinese wiki documents and our documents to generate 

text feature vectors, whose embedding size was set to be 200 while the max length of every 

article was 50. For the number of groups, we tried 10, 15, 20 and ultimately determined to 

use 15 groups since this yielded the best performance. For adversarial learning, we set the 

D step as two iterations and the G step as one iteration; that is, the generator would train 

double that of the discriminator. We used Adam as our optimizer. The learning rate of the 

generator and discriminator was set to 0.0008 and 0.00001, respectively. The batch size 

was set to 64.  

To evaluate our performance, we adopted six metrics: hit ratio (Hit), precision (P), 

recall (R), F1-score (F1), Normalized Discounted Cumulative Gain (NDCG), and Mean 
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Average Precision (MAP). The hit ratio represents the percentage of correct recommenda-

tions (which has at least one tag that matches the ground truth) among all the recommen-

dations. Precision indicates the percentage of correct recommended tags in our recom-

mended list. Recall denotes the percentage of correct recommended tags in the actual tags. 

Lastly, the F1-score could be used to observe the balance between precision and recall. 

NDCG and MAP focus on the ranked position of correct tags in the recommendation list. 

4.3 Evaluation 

(A) Ablation Study 

Some ablation experiments were designed to prove the efficiency of newly added 

components in our model. In Table 1, we first compared our proposed method with all 

deconstructed methods of our model when recommending 5 tags. The effectiveness of 

every element we added to our model was clearly shown in the table since the proposed 

method outperformed all deconstructed methods under different metrics. We show the ef-

fectiveness of each element in the following section. 
Table 1. Ablation study showing the comparison of performance under top-5 recommen-

dation 

Methods Hit@5 P@5 R@5 F1@5 NDCG@5 MAP@5 

Text-CNN 0.732697 0.259081 0.596102 0.33302 0.546746 0.487988 

Image-CNN 0.467823 0.167875 0.347595 0.209822 0.305591 0.262801 

Group-CNN 0.626366 0.222515 0.488704 0.281876 0.443929 0.388872 

CoA 0.802602 0.289679 0.67901 0.37516 0.610386 0.546541 

CoA+Group 0.802775 0.292281 0.684986 0.37863 0.613572 0.549906 

CoA+Group+Title 0.817693 0.298213 0.700233 0.38647 0.629304 0.565877 

CoA+GAN 0.808846 0.293356 0.687871 0.379846 0.616825 0.552877 

CoA+Group+GAN 0.809714 0.29412 0.691911 0.381234 0.6213 0.558182 

CoA+Group+Ti-

tle+GAN 
0.822203 0.298664 0.706188 0.387771 0.63302 0.569553 

CoA+Group+Ti-

tle+CGAN(pro-

posed) 

0.833131 0.302515 0.715027 0.392805 0.643685 0.579663 

 

Effectiveness of Multimodal Data and Co-attention Mechanism 

 
Fig. 6. Effect of considering multimodal data 
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In Fig. 6, we compare the model using multimodal data (CoA+Group) with the mod-

els using only one type of data (Text-CNN, Image-CNN, Group-CNN). We maintain the 

same basis of the model to focus only on the effects of data information. The results show 

that CoA+Group outperforms the other methods, demonstrating the effectiveness of con-

sidering more than one type of data. We can also see that the model using text as input has 

better performance than using image or group data as input, which shows that text content 

might provide more important information for tag recommendation compared to the image 

and group content. 

 

Effectiveness of considering title information 

In Fig. 7, we compare the model that considers title information (CoA+Group+Title, 

CoA+Group+Title+GAN) with those that do not (CoA+Group, CoA+Group+GAN). The 

results show a slight improvement when adding title information to our input data, demon-

strating that the title information can help improve the recommendation effect to some 

extent. 

  

Fig. 7. Effect of considering title 

 

Effectiveness of Adversarial Learning 

  

Fig. 8. Effect of adversarial learning 

In Fig. 8, we compare the model that adopts adversarial learning (CoA+GAN, 

CoA+Group+Title+GAN) with those that do not (CoA, CoA+Group+Title). Since the gen-

erator already has a strong ability itself, adding the discriminator in the models only 

slightly improves the performance. 
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Effectiveness of Condition in GAN 

In Fig. 9, we compare the model that adds integrated features as conditions in the 

discriminator (CoA+Group+Title+CGAN) with those that do not (CoA+Group+Ti-

tle+GAN). The results show the improvement of the model by adding conditions in the 

discriminator, demonstrating that adding conditions to the discriminator can boost the gen-

erator’s production of tag probabilities that are more similar to the real tag probabilities. 

 

Fig. 9. Effect of condition on the discriminator 

(B) Comparison with Other Methods 

We compared the results of our proposed method to some baselines and other existing 

methods.  

◼ SVM: A discriminative model proposed by [36]. We implemented a multi-label clas-

sifier using the MultiOutputClassifier function provided by Scikit-learn. For its input, 

we took the sum of pre-trained word embedding as the word feature. 

◼ Tag2Word: A content-based tag recommendation method proposed by [25]. The 

authors considered the tag-content co-occurrence and designed a generative model 

to generate words according to the tag-word distribution. 

◼ iTag: A deep neural network tag recommendation model based on seq2seq proposed 

by [18]. Their input sequences are textual content, and the output sequences are the 

tags. The model consists of three main elements: textual content modeling, tag cor-

relation, and content-tag co-occurrence.  

◼ ABC: An attention-based CNN model proposed by [9] for hashtag recommendation; 

it also treated the hashtag recommendation as a multi-label classification problem. 

The model performed feature extraction by global and local attention channels, tar-

geting the whole document or the important words, respectively. 

◼ TLSTM: A topical attention-based LSTM model proposed by [12] for hashtag rec-

ommendation. It incorporates LDA topic distribution into LSTM to combine the 

word embeddings and topic vectors through an attention mechanism. 

◼ CoA: The co-attention hashtag recommendation model was proposed by [19]. It lev-

erages the co-attention approach to model the interactions between the textual and 

visual information of microblogs and then recommends hashtags relevant to the mul-

timodal information.   

In this part, we reproduce the existing models above and try to maintain the conditions 
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of the models as closely as possible to make a fair comparison. We also use our pre-trained 

word2vec model to produce the word embeddings in all the models as we did in our pro-

posed model.  

Table 2. Performance comparison of existing methods under top-2 recommendation 

Methods Hit@2 P@2 R@2 F1@2 NDCG@2 MAP@2 

SVM 0.060538 0.034085 0.02339 0.025807 0.039082 0.033348 

Tag2Word 0.060997 0.030498 0.019418 0.021916 0.027756 0.019759 

iTag 0.392 0.272 0.318667 0.29349 0.289629 0.263333 

ABC 0.576236 0.387598 0.38269 0.351917 0.473377 0.444579 

TLSTM 0.654987 0.442671 0.449604 0.408147 0.545877 0.515048 

CoA 0.678404 0.452645 0.462528 0.419158 0.56202 0.528968 

Proposed 0.707199 0.476409 0.491746 0.443473 0.594232 0.562012 

Table 3. Performance comparison of existing methods under top-5 recommendation 

Methods Hit@5 P@5 R@5 F1@5 NDCG@5 MAP@5 

SVM 0.08621 0.022689 0.037878 0.026392 0.037933 0.027214 

Tag2Word 0.121993 0.024914 0.038272 0.028034 0.032281 0.01757 

iTag 0.466667 0.151289 0.336622 0.208756 0.252346 0.200283 

ABC 0.708586 0.254536 0.581117 0.326619 0.517055 0.456908 

TLSTM 0.77693 0.284441 0.660191 0.366793 0.59122 0.529245 

CoA 0.802602 0.289679 0.67901 0.37516 0.610386 0.546541 

Proposed 0.833131 0.302515 0.715027 0.392805 0.643685 0.579663 

Table 4. Performance comparison of existing methods under top-10 recommendation 

Methods Hit@10 P@10 R@10 F1@10 NDCG@10 MAP@10 

SVM 0.108586 0.014814 0.049338 0.021551 0.042632 0.029061 

Tag2Word 0.167182 0.017887 0.061923 0.026042 0.040609 0.020139 

iTag 0.397333 0.075733 0.296337 0.120636 0.189970 0.178076 

ABC 0.802428 0.154709 0.707942 0.239343 0.564515 0.483583 

TLSTM 0.856028 0.168465 0.777936 0.261019 0.635502 0.555527 

CoA 0.879445 0.170633 0.795267 0.26507 0.653932 0.571854 

Proposed 0.901821 0.176496 0.826672 0.274462 0.685848 0.605088 

We evaluate all methods with the metrics we mentioned in 0 under different numbers 

of recommended tags. The results of comparison under the top 2, 5, and 10 recommenda-

tions are listed in Tables 2, 3, and 4, respectively. We interpret the results in the following 

discussion: First, it shows that the methods adopting deep learning models generate much 

better results than those using traditional methods like SVM and Tag2Word. Second, the 

methods using the attention mechanism to integrate other information, including ABC, 

TLSTM, CoA, and our proposed method, can achieve even better performance, which 

demonstrates the effectiveness of the attention mechanism. Third, methods considering 

multimodal data, including CoA and our proposed method, have better performance than 

those using only one type of data, which demonstrates that multiple types of data can ben-

efit the task. Finally, the results show that our proposed model outperforms the other meth-

ods, demonstrating that the elements added to our method, including adversarial learning 

architecture and additional information like group features and titles, can bring benefits to 
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our model. 

We achieved at least 3.5% F1-score improvement, 4.9% NDCG improvement, and 

5.8% MAP improvement compared to the existing methods under different numbers of 

recommended tags. We also plotted the curves of different metrics in Fig. 10. Each point 

of a curve represents the number of the recommended tags. We can see that our proposed 

method always yields better performance than the others, even when higher numbers de-

crease the precision and F1-score, demonstrating the effectiveness and stability of our 

method. The improvement of our proposed method can be credited to two aspects: for the 

data aspect, we combined the group features and title information with the article and im-

age information through a novel co-attention mechanism. For the model aspect, we used 

CGAN as our core architecture to assist the model training. 

  

  

 

Fig. 10. Performance comparison of existing methods with different amounts of recommended tags 

5. CONCLUSION AND FUTURE WORK 

In this paper, we proposed a novel GAN-based tag recommendation model consider-

ing multimodal data. For the feature extraction, we applied two-stage feature extraction 

models to explore the important information in the multimodal data, including text, image, 

group, and title content. Group and title information helped the model to better analyze the 

article content to recommend appropriate tags, which was not considered in other existing 

models. We then adopted a novel co-attention architecture to integrate all the features and 

0.2

0.4

0.6

0.8

1

1 2 5 8 1 0

H I T

0.1

0.2

0.3

0.4

0.5

1 2 5 8 1 0

F1

0.1

0.2

0.3

0.4

0.5

0.6

0.7

1 2 5 8 1 0

NDCG

0.15

0.25

0.35

0.45

0.55

0.65

1 2 5 8 1 0

MAP

iTag ABC TLSTM CoA Proposed



DUEN-REN LIU, CHIN-HUI LAI, YANG HUANG, AND SHU-TING CHANG 

 

20 

 

obtain an integral representation of all the types of data. Our tag recommendation model 

is based on a Generative Adversarial Network (GAN); through the competitive learning of 

the generator and the discriminator, the generator can learn to produce tags that are more 

similar to real tags.  

Several experiments were conducted on a dataset collected from a news website 

NiusNews to evaluate our proposed model. The results show that our proposed model can 

enhance the recommendation result and obtain better performance than all the methods. 

The results of the ablation study also demonstrate the effectiveness of every element we 

added to our model. The tags generated by our model can help users find news articles 

similar to their preferred article efficiently with a significant chance to extend their dwell 

time on the news website. Our model also has great potential in other practical applications, 

such as generating metadata like tags or labels for any type of data, and can also be applied 

to multiple kinds of data. 

In the future, we will work on finding solutions to generate new tags that did not 

appear in past articles. Since we model the tag recommendation as a classification problem, 

it can only predict the tags that have appeared in the history, which limits the diversity of 

tags. To overcome this limitation, we can give greater consideration to the co-occurrence 

of tag content or tag titles in the future to generate new tags in addition to the tags in our 

tags pool. Moreover, we can combine topic-related articles and article-related popular 

search words to augment our data and further enhance the effectiveness of the tag recom-

mendations. 
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