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Collaboration between low-quality sensor and high-quality sensor can achieve 

tradeoff between accuracy and energy efficiency in heterogeneous sensor networks 
(HSNs). Generally, HSNs are deeply integrated with dynamic physical environments. 
The monitored target’s dynamics are the most important and common factors of the dy-
namic environments. Some important parameters (such as active opportunity, sampling 
frequency and sampling time) fail to adapt to the changes, which undermines the collab-
oration’s performance when the state of the monitored target changes. Even the system 
performance is not up to user requirements or large amounts of energy are consumed. To 
solve this problem, we propose an adaptive collaboration scheme named EasiAC by the 
collaboration between magnetic and camera sensors. First, for the dynamics of the moni-
tored target, EasiAC utilizes the magnetic sensors to predict the target’s state via Bayesi-
an filtering based method. Second, to achieve good performance of such collaboration, 
EasiAC adjusts the camera sensors’ active opportunity, optimal sampling frequency and 
sampling time dynamically according to the estimated results from the magnetic sensors. 
Finally, a boosting based algorithm named BbTC is proposed to make classification for 
the target to achieve high accuracy (average classification accuracy is more than 98%). 
We evaluate EasiAC method through extensive simulations and real road environment 
experiments. The results demonstrate that EasiAC needs less energy consumption (saving 
97% energy) than traditional solutions, while maintaining the performance at acceptable 
level (average image integration ratio is 90%) in the presence of target's dynamics. 
 
Keywords: Bayesian filtering, dynamic environments, collaboration, sampling frequency, 
target classification, wireless sensor networks. 

1. INTRODUCTION 
 
Heterogeneous sensor networks (HSNs) which can support multiple applications [1] 

for HSNs with multiple types of sensors are gaining popularity in diverse fields. In order 
to measure the same physical quantity, different type’s sensor is characterized by its own 
performance and energy efficiency. In most cases, low-quality sensors such as magnetic 
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sensor are energy-efficient, but provide a very limited resolution. On the other hand, 
high-quality sensors such as camera sensor can provide more accurate characterization of 
sensed phenomenon at the cost of higher energy usage. Therefore, collaboration between 
the low-quality sensor and high-quality sensor can achieve tradeoff between accuracy 
and energy efficiency. In real applications, low-quality sensors can provide a coarse- 
grained characterization of the sensing field or trigger an event [2]. Then, accurate, but 
power-limited, sensors can be activated with measurements which are used to improve 
the coarser description or complete complex tasks. Therefore, Accuracy can be traded off 
with energy efficiency through collaboration among low-quality sensors and high-quality 
sensors.   

Normally wireless sensor networks are deeply integrated with physical environ-
ments. The uncertainties of various physical environments are ubiquitous. These uncer-
tainties include the dynamics of monitored target, stochastic sensor noises and unpre-
dictable environment changes. But most of existing collaboration methods use fixed pa-
rameter configuration and processing strategies, which fail to adapt to various physical 
uncertainties. Thus the performance of collaboration in HSNs is inevitably undermined 
by these uncertainties, which pose great challenges to the collaboration between low- 
quality sensors and high-quality sensors. 

Next, we give an example to illustrate the problem mentioned above. The collabora-
tion between magnetic sensor and camera sensor is utilized to make classification for 
targets in this example. Magnetic sensor is used to detect the arrival of targets, and trig-
ger the camera sensor node to classify the targets when they are detected. However, if 
the distance between the targets and camera sensor node is too far or the targets have not 
yet entered into the camera’s field of vision (FOV), the targets will not be sensed. Only 
the targets which are in the camera sensor’s sensing range can be detected by the camera 
sensor. If the magnetic sensor nodes detect the target, the target is still outside the camera 
sensor’s sensing range or the sampling frequency of the camera sensor is too high and 
the sampling time is too long, the camera sensor node will gather a large amount of use-
less images if the camera is triggered at this moment. Thus it causes some unnecessary 
overheads. But the precise time when the target enters into the camera’s FOV, the cam-
era sensor’s optimal sampling frequency and sampling time cannot be obtained directly. 
Therefore, we cannot obtain the camera’s active opportunity, sampling frequency and 
sampling time precisely. In this paper, active opportunity stands for the time when the 
target enters into the camera’s sensing range, when the target is detected by the magnetic 
sensors in the vicinity of the camera sensor. 

Thus, in order to obtain the camera sensor’s active opportunity, optimal sampling 
frequency and sampling time precisely, we need to obtain the target state in real time. As 
the active opportunity arrives, the camera sensor node is triggered with the optimal sam-
pling frequency and sampling time, which can reduce the quantity of the redundant im-
ages and maintain the performance at acceptable level. The active opportunity, sampling 
frequency and sampling time of the high-quality sensors are key issues for energy-effi- 
ciency and performance in the process of collaboration between low-quality sensors and 
high-quality sensors. In this paper, we utilize the collaboration between the magnetic 
sensor and camera sensor to achieve the trade-off between performance and energy effi-
ciency. We note that the magnetic sensors and camera sensors can be easily extended to 
other low-quality sensors and high quality sensors. 
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The major challenges in this paper include two aspects: 1) how to design a light- 
weight filtering algorithm to predict the target’s state for the sensor node’s limited re-
sources; 2) how to compute the active opportunity, sampling frequency and sampling 
time of the camera sensor dynamically. For the two challenges, we propose an adaptive 
collaboration (EasiAC) method, which uses magnetic sensor nodes to predict the state of 
the target via distributed Bayesian filtering. Then EasiAC tunes the camera sensor’s ac-
tive opportunity, sampling frequency and sampling time dynamically according to the 
estimated results from the magnetic sensors. Thus EasiAC can decrease the camera’s 
active time, sampling frequency and sampling time compared with the traditional method 
that when the low-quality sensor detects the target, the camera is triggered immediately 
and works with the maximum sampling frequency. Finally, because boosting algorithm 
[3] can combine weak classifiers to form strong classifier to get high performance and 
low complexity, a boosting based algorithm is proposed to make classification for cam-
era sensors. This paper is the extension of our previous work [4]. Difference from [4], 
we compute optimal sampling time according to target state and propose a boosting 
based classification method in dynamic environments in this paper. The contributions of 
this paper are summarized as follows. 
 
(1)  We provide general principles guiding the prediction of the dynamic target’s state 

precisely in HSNs. The magnetic sensor nodes are used to predict target’s state via 
distributed Bayesian filtering and overcome the limitations of the sensors’ resources 
to get the target’s state.  

(2)  We derive active opportunity, sampling frequency and sampling time of the camera 
sensor node according to the magnetic sensor nodes’ estimated results to deal with 
the problems of the dynamics of the monitored target. They can adapt the changes of 
the monitored target and achieve tradeoff between performance and energy-effi- 
ciency.  

(3)  We propose a boosting based algorithm named BbTC algorithm. BbTC can achieve 
high performance and low complexity when it is utilized to make classification for 
the dynamic target.  
 
The rest of the paper is organized as follows. Section 2 reviews related work. Sec-

tion 3 introduces our collaborative sensing scheme. The target classification will be dis-
cussed in section 4. Section 5 presents the simulations experiments and real road exper-
iments. Section 6 concludes this paper.  

2. RELATED WORK 

There are some works to optimize system performance based on the dynamic 
changes in the network environments, such as an energy-saving architecture BiSNET [5] 
which proposes a distributed self-management of the sensor network architecture. It can 
adjust sleep time and the network response time dynamically according to the dynamic 
changes of network environment, and balances each node’s sensing cycle and energy 
consumption adaptively. However, BiSNET is mainly used to cope with the issue of dy-
namic adaptation for single sensor node and there are no collaborations between the 
sensor nodes. Besides, in [6], the authors present an automatic Markov Decision-based 
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method to describe the optimal sensor node operation, and select appropriate parameter 
values to meet application requirements and adapts to environmental change’s stimuli. 
But this method is also only used to adjust single sensor node and does not consider uti-
lizing the collaboration between the sensor nodes to optimize the global system.  

As for adaptive sampling method, [7] proposes an adaptive sampling algorithm to 
dynamically estimate optimal sampling frequency for minimizing energy consumption of 
a snow sensor via temporal correlation. However, it only can be used in the cases where 
the process to be monitored exhibits slow variation over time (e.g., monitoring snow 
composition in mountain slopes for avalanche forecasting). When the monitored phe-
nomena are changed dynamically, it fails to work well. To overcome the uncertainties in 
camera sensor networks, [8] proposes a robust adaptive synchronization scheme to pre-
dict the camera’s optimal sampling frequency by exploiting the broadcast nature of 
wireless communication. But it adjusts the sampling frequency dynamically to monitor 
the static phenomenon and it fails for the dynamic target. Considering the dynamic prop-
erty of WSNs, [9] proposed two adaptive algorithms: one is for adapting the sample with 
varying of precision requirement, and the other is for adapting the sample rate with var-
ying of sensed data. But it does not consider the dynamics problem.  

Most of the existing works [10-12] do not considering the active opportunity of 
high-quality sensor node, and the high-quality sensor node is triggered immediately 
when the target is detected by low-quality sensors. For example, [10] proposes an adap-
tive system-level calibration method. Specifically, the method uses data fusion results of 
low-precision sensors to judge whether target appears. Once the target was detected, 
camera sensor node will be triggered immediately. But it doesn’t consider the problem of 
camera sensor’s active opportunity. [11] proposes fidelity-aware utilization controller 
method for CPS (Cyber-physical System) monitoring system in the environment without 
prior arrangements combined with low-quality sensors and camera sensors for large- 
scale ad-hoc monitoring. The use of low-quality sensors is to detect the target, and then 
camera sensor node is triggered to achieve the control objectives of camera workload by 
optimizing fusion threshold and adjusting CPU utility. But it also doesn’t consider the 
impact of the camera’s active opportunity on system performance and overhead when the 
state of target is highly dynamics. 

As for target classification, literature [5] has studied classification problem exten-
sively which also has attracted considerable attention in the area of wireless sensor net-
works (WSNs). Recently, more and more researchers have realized that the target classi-
fication plays an important role in surveillance applications of WSNs. Thus, some works 
[13-16] began to focus on the target classification. For example, target classification re-
sult is achieved by a static classifier in a centralized manner in [13, 14]. The classifier 
learning is based on a supervised learning method, and localization and classifier learn-
ing are both executed by the progressive data-fusion paradigm, with specifically de-
signed sensor-node-selection strategy [17]. The authors of [18] modeled the spa-
tial-temporal signal field generated by an object as a band-limited stationary argotic 
Gaussian field. It analyzed the classifier performance for both soft and hard decision 
fusion across regions assuming noise-free as well as noisy communication links between 
nodes. However, these works often do not consider the different of the local classifiers’ 
weight in dynamic environments, and usually can not achieve high performance, when 
the fusion node fuses the decisions from the local sensor nodes.  
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There are also a few works about target classification based on boosting method 
[19-21]. For example, [19] propose a novel and fast weighting method using a boosting 
algorithm to find the sensor area contributing to accurate discrimination of vowels. A 
boosting algorithm driven distributed template matching approach is present in [20]. The 
boosting method is employed to enhance accuracy by activating only a subset of sensors 
optimized in terms of power consumption and can achieve a given bound accuracy crite-
rion. However, they all do not utilize boosting algorithm for camera sensors. 

3. COLLABORATIVE SENSING SCHEME 

In this section, we first make an overview of our collaborative sensing scheme 
EasiAC. And then we introduce the design and implementation of EasiAC. Finally, 
EasiAC algorithm will be analyzed. 

3.1 An Overview of EasiAC 

As shown in Fig. 1, the collaboration between magnetic sensor and camera sensor is 
utilized to make classification for targets. Magnetic sensor is used to detect the arrival of 
targets, and trigger the camera sensor node to classify the targets when they are detected. 
Specially, EasiAC includes three parts: magnetic sensors, camera sensors and base sta-
tion. Target can be sensed by magnetic sensor nodes, and a Bayesian filtering based ap-
proach is employed to iteratively predict the target’s state. Then, active opportunity, op-
timal sampling frequency and sampling time of the camera sensors is computed accord-
ing to the target’s state predicted by Bayesian filtering. When the active opportunity oc-
curs, the camera sensor is triggered and works with the optimal sampling frequency. Af-
ter the sampling time, camera sensor node stops sensing and send the images to the Base 
station. Base station receives the images captured by the camera sensors and process 
these images to make target classification or tracking. There are already a lot of image 
processing methods [11, 12], thus we don’t consider this part and the target classification 
will be discussed in section 4. 

 
Fig. 1. Modules and interactions in EasiAC. 

3.2 Design and Implementation of EasiAC 

As the target position changes dynamically, the state of the target is difficult to pre-
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dict. Dynamics of the monitored target undermines the collaboration’s performance and 
the system requirements for sensing accuracy may not be satisfied. Even the system re-
quirement can be met, and it may cause some unnecessary energy consumption. To solve 
this problem, two issues should be considered: (1) how to use the lightweight algorithm 
to estimate and predict the target’s state accurately; (2) how to calculate active oppor-
tunity, optimal sampling frequency and sampling time, making them self-adaptive to the 
changes of the target’s state and adjust dynamically.  

For the first issue: Because the target changes dynamically, predicted results of ex-
trapolation method [22] is ineffective. Particle filter [23] can be used to estimate the tar-
get’s state effectively and get more precise results than extrapolation method, but it will 
cause a large amount of storage and computation overhead and does not apply to the 
sensor networks. Bayesian filtering [24] is a recursive algorithm, and it only needs to 
save the data of a moment before during the operation of the filtering. Because of this 
feature, Bayesian filtering method is regarded as a lightweight algorithm and its storage 
and computational overhead are smaller compared with other filtering methods (e.g., 
particle filter). Besides, it also achieves better prediction. So we consider using Bayesian 
filtering to predict the moving target’s state.  

For the second issue: On the one hand, to get the complete features of the target, we 
should increase the camera sensor’s sampling frequency and sampling time, and decrease 
the active opportunity as much as possible. On the other hand, to decrease the energy 
consumption, we should increase the active opportunity and decrease the sampling fre-
quency and sampling time as much as possible. Thus, camera sensor’s sampling fre-
quency, sampling time and active opportunity should adapt to the target state’s changes 
to reduce energy consumption while maintaining an acceptable performance on the ac-
quired data. Because different targets’ velocity is different when they pass through the 
camera sensor’s FOV, we can adjust camera sensor’s sampling frequency, sampling time 
and active opportunity dynamically according to the target’s speed. 

 
Fig. 2. Adaptive collaboration schematic diagram. 

Thus we utilize low-power magnetic sensor nodes to estimate and predict the tar-
get’s velocity via distributed Bayesian filtering based method, and then compute camera 
sensor’s active opportunity, sampling frequency and sampling time. Next, we derive the 



COLLABORATIVE SENSING FOR HETEROGENEOUS SENSOR NETWORKS 

 

953

 

active opportunity, sampling frequency and sampling time of the camera sensor accord-
ing to general principles that low-quality sensors are used to predict and estimate the 
target state and trigger the high-quality sensor to work via the estimated results. 

3.2.1 Active opportunity 

As shown in Fig. 2, there are large amount of magnetic sensor nodes and some 
camera sensor nodes are deployed on both sides of the road. Magnetic sensor is used to 
detect the arrival of targets, and trigger the camera sensor node to classify the targets 
when they are detected. We introduce distributed Bayesian filtering to estimate the target 
location 1 1( | )t tp u z  from the measurement history tz in target tracking. The key issue is 
how to compute the current a posteriori distribution ( | )t tp u z called belief efficiently. To 
minimize computation and power consumption, we use a leader-based tracker. The lead-
er obtains a belief state ( | )t tp u z from previous leader at the time t, and takes a new 
measurement 1tz  . Through the sequential Bayesian filtering, leader computes the new 
belief 1 1( | )t tp u z  , based on the new measurement 1tz  [24]: 

1 1 1 1 1( | ) ( | ) ( | ) ( | )t t t t t t t t tp u z p z u p u u p u z du           (1) 

Where p(zt+1| ut) is observation’s likelihood given the target’s location ut+1; p(ut+1| ut) 
is related to target dynamics; ( | )t tp u z is the belief inherited from the previous step.  

The initial target location u1 is known as shown in Fig. 2, the estimated target loca-
tion ut and ut+1 at time t and t+1, is calculated as follows: 

1:1
( | )

k

t t t ti
u z p u z


  ,    (2) 

1 1 1 1: 11
( | )

k

t t t ti
u z p u z   

  .    (3) 

Where k is number of grids representing for probability distributions. Therefore, the 
velocity of the target at time t+1 is vt+1, which is formulated as follows: 

1 1opp t t tv v u u    .    (4) 

Therefore, the time when the target enters into the camera’s sensing range is the 
camera’s active opportunity topp which is formulated as follows: 

topp = dopp/vopp    (5) 

Where dopp is computed as follows: 

dopp = dmagCam  dvehCam  tan(/2) + dvehlen/2. (6) 

Where  is the camera’s field of vision (FOV). 
 
3.2.2 Sampling frequency 

 
To perfectly reconstruct sampled signal, when sensor’s sensing environment 

changes, the sensor’s minimum sampling frequency should be adjusted according to 
Theorem 1. 
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Theorem1: If the perception environments of the sensor are dynamics, the sensor’s 
minimum sampling frequency which can perfectly reconstruct the sampled signal will 
change dynamically. 
 
Proof: Spectrum of signal

max

max

2

2
( ) (1 2 ) ( )exp( )

F

F
f t F j t d




   


   is max( ) (1 2 )

n
F F 


    

max max( 2 )exp( 2 )f n F j n F on the fundamental period max max2 2F F     . When the 
sensor’s sensing environments change, the period of and the maximum frequency Fmax 
in the power spectrum of the signal will change [7]. According to Shannon sampling 
theorem [25], the minimum sampling frequency is 2Fmax which can perfectly reconstruct 
the signal. Therefore, the sensor’s minimum sampling frequency changes dynamically 
when the sensor is in dynamic environments. 

Because of the camera sensor node’s limited computing resources, storage resources 
and system requirements for real-time, the sampling frequency cannot be too high. To 
capture the complete information of the moving target, sampling frequency cannot be too 
low and should change dynamically for the dynamics of the monitored target according 
to Theorem 1. What’s worse, the maximum frequency Fmax is generally not a priori 
available. Fortunately, we found that target speed can be used to determine the optimal 
sampling frequency through the observation of real experimental data on the road. 

The width of the camera sensor’s FOV is dfov as shown in Fig. 2, which is calculated 
as follows:   

dfov = 2dvehCam  tan(/2). (7) 

Where  is the range of the camera sensor’s FOV, which is relatively small, so we 
think that target does uniform straight line motion in the camera sensor’s FOV. So the 
velocity of the target vf in the camera’s FOV can be calculated as vf  vopp. Thus, the op-
timal sampling frequency is calculated as follows: 

( 2) ( )opt f fov vehlenf v d d    . (8) 

Where  is the number of intact images needed to be captured, which can be adjusted 
according to the needs of the task. The constant 2 is a noise constant, represents the 
number of incomplete images that can be tolerated.   
 
3.2.3 Sampling time 
 

To obtain integrated images, the camera sensor node needs to have enough sam-
pling time. However, in order to save energy usage, the sampling time of camera sensor 
node should be adapted to the vehicle changes. Based on the analysis of the real experi-
ments, the optimal sampling time can be computed as follows. 

( )opt fov vehlen fT d d v   (9) 

We can get  number of intact images if we tune the camera sensor’s sampling frequency 
and sampling time adaptively according to Eqs. (8) and (9). Thus camera sensor’s sam-
pling frequency and sampling time can adapt to the dynamics of the monitored target to 
reduce the camera sensors overhead while meeting the user requirements. 
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Based on the discussion mentioned above, the camera sensor’s active opportunity, 
sampling frequency and sampling time can be calculated according to Eqs. (5), (8) and 
(9). When the active opportunity topp occurs, the camera sensor node is triggered and 
works with the sampling frequency fopt. When the target begins to leave the camera sen-
sor’s FOV, the camera sensor node stops sampling and goes to sleep. The camera sensor 
will be triggered again for the next target arrival. 

 
3.3 Adaptive Collaboration Algorithm 

  
The pseudo code of our adaptive collaborative algorithm is described in Algorithm 

1. In this algorithm, we firstly utilize the magnetic sensor nodes to predict the velocity of 
the target via distributed Bayesian filtering. Then, we compute the active opportunity, 
sampling frequency and sampling time of the camera sensor node through the target’s 
velocity. When the active opportunity comes, the camera sensor is triggered and works 
with the sampling frequency. After the sampling time, the camera sensor stops sensing 
and the captured images are sent to base station and processed.  

The overhead of distributed Bayesian estimation for computation, bits to be com-
municated and the wireless communication power are O(||  |belief|), O(|belief|) and 
O(|belief|  ||nextleader  leader||

) respectively [24]. Because the active opportunity, sam-
pling frequency and sampling time are computed via the Bayesian filtering, its computa-
tion overhead can be ignored. We use X-MAC protocol [26] for the camera senor node, 
and the command message is only 6 bytes [27], so the communication cost for triggering 
camera sensor node can also be ignored. The main cost of the algorithm comes from the 
camera’s sensing and communication [28] (send the images to base station) compared 
with distributed Bayesian filtering. Thus total energy consumption for EasiAC algorithm 
can be approximated as energy consumption of the camera sensor node’s sensing and 
communication. 
 

 

 

 

 

 

 

 

 

 

 

 

 

Algorithm 1: Adaptive Collaboration Algorithm 
ut: Target position at time t; vmax: upper bound on target speed; zt: sensor measurement at 
time t; : neighbor list. 

1 for t = 1  n  

2 sleep until receive handoff package ( , ( | ))t tt p u z  

3 diffuse belief using target dynamics 1 1( | ) ( | ) ( | )t t t t t t tp u z p u u p u z du    

4 do sensing; 

 compute zt+1 and 1 1( | )t tp z u  ; compute 1 1 1 1 1( | ) ( | ) ( | )t t t t t tp u z p z u p u z       
6 for sensor k, select next sensor node then 
7 select 2 2 1argmax ( ; | )next t t tk I u z z       
8 end for 
9 Handoff 1 1( 1, ( | ))t tt p u z  to knext 
10 end for 
11 compute 1:( | )

k

n n n nu z p u z   and 1 1 1 1: 1( | )
k

n n n nu z p u z      
 compute 1opp n nv u u   and active opportunity /opp opp oppt d v  
 compute sample frequency ( 2) ( )opt f fov vehlenf v d d     
 compute sampling time ( )opt fov vehlen fT d d v   
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4. TARGET CLASSIFICATION 

In this section, we introduce target classification using a boosting algorithm based 
method and image samples captured by camera sensors. Next, we first discuss feature 
extraction and feature selection, and then we introduce BbTC algorithm inspired by 
boosting algorithm.               

4.1 Feature Extraction and Selection 

In order to make classification, we should extract feature from the integrated images 
captured by camera sensors through some basic image process methods. Note that we 
take bicycle and car as example for the target to illustrate our scheme in this paper. 

 
4.1.1 Feature extraction 

 
In this paper, to reduce the computation overhead, we first make mean compression 

for the original image. Then we make background subtraction, first-order gradient, and 
thresholds binarization for the compressed image respectively. The processed images of 
minibus, car and bicycle are shown in Fig. 3. To extract the target feature, we obtain the 
vehicle outline as shown in Fig. 4. The features including the length, width, area, perim-
eters, length/width (LHR), area/perimeter (PAR) of the vehicle are computed by count-
ing the number of pixel in the vehicle outline according to features extraction algorithm in 
[29]. 

 
Fig. 3. Image process. 

 

 
Fig. 4. Vehicle outline. 

 

12 if active opportunity topp occurs then 
13 the camera sensor is triggered work with the fopt and sends the images to the 

base station for processing 
14  if the target begins to leave the camera sensor’s FOV 
15      the camera sensor stops sampling and goes to sleep 
16  end if  
17 else     
18 go back to 12 
19 end if 
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4.1.2 Feature selection 
 

We manually collected sample images, including 259 bicycles, 140 cars. According 
to the analysis of features of the integrated images, we show that LHR and PAR are more 
helpful features in classification as shown in Fig. 5. Therefore, they are used to classify 
the vehicles in this paper. 

 

 
Fig. 5. Feature selection. 

 
4.2 BbTC Algorithm 

 
Boosting algorithm can combine weak classifiers to form strong classifier and weak 

classifiers can run on cheap off-the-shelf motes with lower performance. By collaborat-
ing sensors wisely, boosting algorithm can achieve high performance and low complexi-
ty [3, 20]. Thus, boosting algorithm is suitable to wireless sensor networks and a boost-
ing based algorithm named BbTC Algorithm is proposed in this paper. In this algorithm, 
let N sensor nodes to classify the monitored target (e.g., vehicles). Each training sample 
consists of one or many dimension and each dimension is associated with one sensor’s 
data. Local classifier is trained via the collaboration between the data coming from dif-
ferent sensors and the local classifiers with the lowest error are selected during each iter-
ation as follows.  

, mint t s
s

   (10) 

,

,( ) arg min
t s

t t s

h

h d   (11) 

Where t,s is the classification error of each sensor’s local classifier defined by t,s = 
iwi|(ht,s)  yi|. ht(d) is the local classifiers with the lowest error during the tth iteration. 
ht,s means the classifier trained by data from sensor s during the tth iteration. 

Then the weights of the training samples are updated according to the classification 
error rate. The weight is defined as follows during iteration t+1. 

1
1, ,

ie
t i t i tw w  
   (12) 

Where wt,i is the weight of sample i during the tth iteration, β can be computed by βt 

= εt /(1εt). 
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In the process, we construct the correspondence between local classifiers and sen-
sors. The corresponding classifiers are combined according to each classifier’s weight t 
to form the virtual strong sensor to improve the system performance in a collaborative 
way. The final strong classifier can be computed as follows: 

1
( ) ( (1 2) ( ))

T

f t tt
h d sign h d


   (13) 

Where T is the number of iterations. 
According to Eq. (3) BbTC assigns corresponding weights to the different local 

classifier according to classification accuracy of local classifiers, and considers comple-
mentation of the local classifiers. However, some traditional methods does not consider 
the impact degree of each local classifier and assigning the same weight to all classifiers. 
Some other methods only utilize the local classifier with the great weight to make the 
final decision, and it does not consider the other local classifier with little big contribu-
tion to the classification. The most related work is proposed in [16], assign the weight to 
local classifiers based on the distance between the sensor and the target. However, they 
do not consider complementary information fully and do not assign the appropriate 
weight for local classifiers according to their capabilities. 

5. EXPERIMENTAL EVALUATION 

5.1 Simulation Experiments 

In this section, we conduct the simulation experiments thoroughly in Matlab. The 
critical collaboration parameters such as active opportunity, sampling frequency and 
sampling time are evaluated in dynamic environments. Besides, the corresponding image 
integration ratio, data size and energy consumption are compared with the traditional 
methods. As for the classification accuracy will be evaluated in the real road experiments 
for target features can not be obtained in the simulation experiments.  

5.1.1 Simulation methodology and settings 

Generally, the range of the camera’s FOV is 25, the length of the car and bicycle 
are 4.5m and 1.5m respectively, the velocity range of the car and bicycle are 5.56~11.1 
m/s and 2.78~5.83m/s respectively. Based on our experience, we set the sampling fre-
quency fc of the magnetic sensor to be 100Hz, and the distance dmagCam between the camera 
sensor node and the magnetic sensor node to be 16m. According to Eq. (5), dopp of car 
and bicycle are 13.85m and 12.35m respectively. Other parameters are shown in Table 1.  

In our simulation experiments, 62 magnetic sensor nodes and 1 camera sensor nodes 
are deployed on both sides of the road; parameter settings and simulation scenario are 
shown in Table 1 and Fig. 2 respectively. Active opportunity error, sampling frequency 
and sampling time are analyzed in the simulations. Active opportunity error is the dif-
ference between estimated active opportunity and real active opportunity. To evaluate 
the system performance, we define metrics as follows. Image integration ratio (IIR): IIR 
= nc/N. nc is the total integrated image samples; N is the total image samples. An image 
sample means the images captured by the camera sensor nodes as it is triggered one time.  
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Table 1. Simulation parameter settings. 
 

 

Integrated image stands for the target completely in the image. Only obtaining integrated 
image can get the complete feature information of the target. So IIR is an important met-
ric of the performance. Data size (DS): DS is defined as the amount of the data generated 
by the camera sensor nodes. The data needed to storage and process can be measured by 
DS, thus it is an important metric of the performance. Energy consumption (EC): EC = 
ECsense + ECcomm, ECsense and ECcomm are energy consumption of the camera’s sensing and 
communication respectively. ECsense = ts  ps, ECcomm = tc  pc, ts and tc are the time of 
camera’s sensing and communication respectively, ps and pc are the power of the sensing 
and communication respectively. ps is 238.05mW and pc is 279.34mW according to [28]. 

Besides, to verify the effectiveness of EasiAC, we use three comparison methods, 
named: ITC, ITImC and RAC method respectively. ITC method [11]: when magnetic 
sensor nodes detect the target, camera sensor node is triggered immediately and works 
with the maximum sampling frequency. When the target begins to leave the camera sen-
sor’s sensing range, the camera sensor stops working and goes into sleep state. ITImC 
method: it is the improved method of ITC method. Its sampling frequency is the same as 
EasiAC and other aspects are the same as ITC method. RAC method: the velocity is se-
lect randomly in the target velocity range, and other aspects are the same as EasiAC. 
 
5.1.2 Simulation results  

 
In the first set of simulations, we evaluate performance of EasiAC compared with 

RAC, ITImC and ITC method under different velocity of bicycle and car. Then the per-
formance of EasiAC compared with RAC, ITImC and ITC is evaluated under constant 
acceleration. Each result is the average of 100 times experiments.  

As shown in Fig. 6, EasiAC can adjust active opportunity sampling frequency and 
sampling time adaptively according to the velocity of the car. EasiAC can get about 
100% image integration ratio and has lower energy consumption than ITC and ITImC. 
Because the velocity is select randomly in target velocity range, active opportunity error 
of RAC is bigger than EasiAC, and is relatively small in the vicinity of the average ve-
locity, close to EasiAC. But when the velocity is higher or lower, RAC’s active oppor-
tunity error is relatively big. What is more, sampling frequency and sampling time of 
RAC does not adapt to the changes of the car’s velocity, and is in a relatively stable state. 
Although RAC method’s energy consumption is the same as EasiAC, its image integra- 

Parameter Value 
Area size 300*40 m2 

Number of magnetic sensor nodes 62 
Number of camera sensor nodes 1 

Distance between magnetic sensors at the same side dtwoMag 10 m 
Width of the camera sensor’s view dfov 8.8 m 

Distance between target and camera sensor node dvehCam 20 m 
Noise of magnetic sensor 0.5 

Distance of the road droad 7.5 m 
Maximum frequency of camera sensor fmax 30 Hz 

Iterations in Bayesian filtering 25 
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Fig. 6. The comparison results of the car under different velocity. 

          
(a)                                               (b) 

           
     (c)                                                 (d) 

         
                    (e)                                                 (f) 

Fig. 6. The comparison results of the car under different velocity.  
 

tion ratio is not more than 70%, and the highest point is in the vicinity of the average 
velocity for its velocity is selected randomly; Active opportunity error of ITC and ITImC 
is bigger than EasiAC and RAC, and decreases as the speed increases. ITC’s image inte-
gration ratio is close to EasiAC, but its energy consumption is higher than EasiAC, be-
cause when the car is detected, camera sensor node will be triggered immediately and 
works with the maximum sampling frequency. ITImC’s sampling time is the same as 
ITC, and the sampling time decreases with the increase of the velocity. When the car is 
not within the camera sensor’s FOV, it has already begun to sample. The camera sen-
sor’s sampling time is long enough to meet the needs of image integration ratio, resulting 
in a large amount of data. Thus ITC method causes large amounts of data and energy 
consumption coming from the perception, processing and communication. ITImC’s im-
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Table 2. Scenarios parameter settings. 

age integration ratio is the same as EasiAC and ITC, but its energy consumption is 
smaller than ITC and bigger than EasiAC and RAC. Because RAC’s sampling frequency 
has self-adaptive like EasiAC and ITImC’s active opportunity is the same as ITC. 

Besides, EasiAC, RAC, ITImC and ITC’s comparison results of active opportunity 
error, sampling frequency, sampling time, image integration ratio, data size and energy 
consumption under different velocity of the bicycle, which is similar to the results of the 
car under different velocity. The difference is that the former’s active opportunity error is 
smaller, sampling frequency is higher, and sampling time is higher than the latter, be-
cause the car is faster than bicycle. 

How does it come out when target’s velocity is variable? We set four scenarios as 
shown in Table 2: (1) bicycle with constant velocity; (2) bicycle with constant accelera-
tion; (3) car with constant velocity; (4) car with constant acceleration. The four methods’ 
comparison results of active opportunity error, sampling frequency, sampling time, im-
age integration ratio, data size and energy consumption under the four scenarios. 

 

 

As shown in Fig. 7, RAC, ITImC and ITC’s results of active opportunity error, sam-
pling frequency, sampling time image integration ratio, date size and energy consump-
tion under constant velocity are close to the condition of constant acceleration. EasiAC’s 
active opportunity error under constant velocity is smaller than the condition of constant 
acceleration. This is because the target motion model is CV model. When the target does 
constant acceleration linear movement, the movement model of the target is inconsistent 
with target moving state. In addition, EasiAC’s sampling frequency, sampling time, im-
age integration ratio, data size and energy consumption under constant velocity are close 
 

 
                    (a)                                       (b) 

Fig. 7. The comparison results of four different scenarios. 

bicycle car 
scenario1 scenario2 scenario3 scenario4 

constant velocity
  (m/s） 

constant acceleration constant 
velocity 
(m/s） 

constant acceleration 
Initial   

velocity 
acceleration
(m/s2) 

Initial velocity Acceleration 
(m/s2) 

5.5 2.5 0.1 11 5 0.2 
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                    (c)                                       (d) 

   
                    (e)                                       (f) 

Fig. 7. (Cont’d) The comparison results of four different scenarios. 
 

to the condition of constant acceleration. The experiment results show that the perfor-
mance of EasiAC is better than the performance of RAC, ITImC and ITC under both 
constant velocity and constant acceleration. 
 
5.2 Real Road Experiments  

 
In this section, we will deploy the magnetic and the camera sensor nodes in real road 

environment to verify the validity of EasiAC. Specially, we first evaluate the active op-
portunity, sampling frequency and sampling time when the target is with different veloc-
ity. Then the total data size and energy usage are analyzed. What is more, BbTC algo-
rithm’s classification accuracy is compared with the traditional methods. 
 
5.2.1 Experiment Methodology and Settings 

 
The experiment scenario in our real road experiments is shown in Fig. 8. The oper-

ating system used in the sensor node is Tinyos-2.x. Our experiment includes two mag-
netic sensor nodes, one camera sensor node (Imote2 and IMB400), one clock synchroni 
zation node, one sink node, one base station and one portable computer. We use two 
magnetic sensor nodes to predict the velocity of the targets (e.g., bicycle and car) based  
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Fig. 8. Real experiment scenario. 

 
on Bayesian filtering. Camera sensor node is used to capture images and send them to 
the portable computer. Besides, camera sensor node also can make classification online. 
Clock synchronization node is used for synchronization between all sensor nodes. Sink 
node is used to receive the features from the magnetic sensor nodes and send the com-
mand messages to the camera sensor node. Base station is used to receive the messages 
and send them to the portable computer and portable computer is used to save all the 
experiment results. Other parameters settings are the same as the Table 1. Re-synchro- 
nous operation needs to be performed every 10 minutes, as the clock drift problem. Thus, 
ten minutes statistical results are taken as one group.  

What is more, we first manually collected sample images as training data for vehicle 
classification in this experiment. Each time when a vehicle passed the camera’s coverage 
area, we would manually activate the camera to work 1 s, and the image data would be 
saved to a laptop computer. Throughout this experiment, we collected sample data, in-
cluding 259 bicycles, 140 cars. The feature extraction and feature selection are discussed 
in section 4. Besides, we compare the classification accuracy of our approach BbTC with 
the classification accuracy of the method (DstM method) [15], which weight the local 
classifier based on the distance between the sensor and the target. In this paper, only one 
camera sensor node is used to make classification, thus the weight of the local classifiers 
is the same as each other in [15]. 

 
5.2.2 Experiment results 

 
We conduct two group experiments online: the first group includes 18 bicycles and 

12 cars, and 14 bicycles and 15 cars are in the second group. So there are total of 59 tar-
get samples and all the samples are sorted in ascending order according to their velocity. 
Fig. 9 and 10 show the statistical results of the relationship between the active oppor-
tunity, sampling frequency, sampling time and velocity. The results of image integration 
ratio and classification accuracy are shown Tables 3 and 4 respectively. 

As shown in Figs. 9 and 10, EasiAC can adjust the camera sensor’s active oppor-
tunity, sampling frequency and sampling time adaptively according to the targets’ veloc-
ity. Sampling frequency varies directly with the velocity, sampling time and active op-
portunity varies inversely with the velocity. Table 3 shows there are 59 samples, include- 
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                  (a)                                           (b) 

Fig. 9. Active opportunity and sampling frequency vs velocity. 
 

 
Fig. 10. Sampling time vs velocity. 

Table 3. Results of image integration ratio. 

Category 
Results 

Number of samples Real type (i/f a) Image integration ratio 
bicycle 32 29/3 90.6% 

car 27 24/3 88.9% 
a i and f are the number of the complete images and incomplete images respectively.  

 
 Table 4. Results of classification accuracy. 

b i and f are the number of the correctly classified samples and incorrectly classified samples respectively. 

 
ing 32 bicycles and 27 cars. Image integration ratio of bicycle and car are 90.6% and 
88.9% respectively. Besides, we use the features LHR and PAR to make classification. 
The feature abstraction and classification are online. As shown in Table 4, the BbTC’s 
classification accuracy of the bicycle and the car are 100% and 95.8% respectively, while 
DstM’s classification accuracy of the bicycle and the car are 96.6% and 91.7% respec-
tively. Therefore, the result shows that BbTC has higher classification accuracy than 

Method    Type 
Results 

Total samples Integrated samples Real type (i/f b) Classification Accuracy 
BbTC bicycle 32 29 29/0 100% 

car 27 24 24/1 95.8% 
DstM bicycle 32 29 29/1 96.6% 

car 27 24 24/2 91.7% 
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traditional methods such as DstM method. The total data size and energy consumption of 
the 59 experiments are 64.9MB and 1591.4J respectively in EasiAC, while the traditional 
method (ITC) are 2336.4MB and 58294J respectively. Therefore, the traditional meth-
od’s data size and energy consumption are 36 times larger than EasiAC. The results 
demonstrate that EasiAC generate less data size and consumes less energy consumption 
than the traditional solutions while maintaining the performance at acceptable level in the 
presence of dynamics of the monitored target. 

6. CONCLUSION AND DISCUSSION 

The collaboration’s performance is inevitably weakened by the dynamics of the 
monitored target. In this paper, we proposed an adaptive collaboration method EasiAC to 
solve this problem. It exploits low-quality sensors to predict the target state via Bayesian 
filtering. Then it calibrates the active opportunity, sampling frequency and sampling time 
adaptively according to the current state of the target. Finally, we propose BbTC algo-
rithm to make target classification to achieve high accuracy. The results of simulations 
and real road environment experiments demonstrate that our adaptive collaboration 
method can effectively adjust its active opportunity, sampling frequency and sampling 
time, which obtains balance between sensing accuracy and energy-efficiency in presence 
of the dynamics of the monitored target.  

Besides, in section 5.2, we have deployed the magnetic and the camera sensor nodes 
in real road environment to verify the validity of EasiAC. In real WSN/telematics, there 
are large amount of magnetic sensor nodes which are used to predict the velocity of 
monitored targets (e.g., bicycle, car) based on Bayesian filtering. The neighbor magnetic 
sensor nodes are clustered. Each cluster has one head which is used to receive the sens-
ing information from the magnetic sensor nodes in the cluster. At the same time, cluster 
head computes some critical parameters (e.g., active opportunity and sampling frequency) 
and send these messages to the camera sensor node. Camera sensor node is triggered and 
captures images, and makes classification online when the active opportunity comes. 
Clock synchronization node is also needed for synchronization between all sensor nodes. 
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