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Cloud computing has become popular and adopted by large number of industries (or) enterprises who outsource their IT services to cloud service provider (CSP). The maintenance and operations of their services have become easier and cost effective. Data processing services are one among the major and important component in IT services, since IT functions progress around data processing. In particular privacy and security of user’s data brings many challenges that have not been effectively addressed. A specific problem occurs when clients outsource their files (contains data) to the cloud storage server and the services are offered by cloud service provider (CSP), which is an untrusted entity. In this paper we introduce an Index Table Structure (ITS) based public auditing scheme to verify the integrity of the data stored in a cloud. Previous work requires CSP to store and maintain the data property information needed for auditing. In our approach we keep the data auditing information in trusted third party auditor (TTPA), results in reducing communication overhead and computational cost. Our method is a public auditing scheme based on ITS with TTPA, who performs auditing on behalf of the user. We extend our work to support privacy preserving property by signing the proof generated by cloud server during verification process. Thus, the result shows our proposed scheme is secure and provide with better efficiency
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1. INTRODUCTION

Cloud storage service is receiving more attention nowadays as it become a faster profit growth point owing to its low cost, scalability and a position independent platform for managing client’s data[17]. A recent survey shows that IT outsourcing has grown by 79% as companies seek to reduce cost and concentrate on building their core competencies (or) business. The users are thus relieved from the burden of storage management and the maintenance of data. However the users have to depend on their service providers for the continued availability of the data [15]. The best popular ever storage offered by Amazon S3 has also experienced significant downtime [10]. If such an important service is vulnerable to security attacks, it would incur heavy loss to the client’s data [1]. The following are the reasons for security risks,

- As cloud infrastructures are very powerful devices, they are easily susceptible to both internal and external threats which occur via virtual machine and via system holes [13] [18]. These threats can affect the integrity of the data.
The cloud service provider behave unfaithfully toward the client or the cloud users to maintain their reputation in case of disputes like he may discard portion of the file (or) temporarily move the file to a slower storage, may delete files which are rarely accessed [1] [13].

Therefore security audit becomes a necessary service to check the integrity, availability and confidentiality of data stored in cloud. Security audit finds in helping the security breaches, to trace back and analyze the various application activities and so on.

The audit services offered for cloud storage servers should provide a valid proof of the integrity of data to the users while compared with traditional audit Service. Data integrity verification without a local copy of data is not directly supported by the well known cryptographic techniques based on signature scheme and hash function [15]. Downloading the whole data for the sake of verification of data integrity has become highly impractical for the audit service. It incurs more communication cost especially for large files.

The security and performance objective to be addressed for outsourced storage in clouds in order to achieve an efficient audit is as follows.

- **Public Auditability** - Allowing a third party auditor to check the correctness of cloud data at regular intervals (or) based on demand of the user without downloading the whole data. Auditor should not introduce any additional burden to cloud Services.
- **Dynamic Operations** - To Support dynamic data operation such as insertion, deletion and modification. It should also be ensured that the validation protocol security cannot be compromised with any security attack.
- **Timely detection** - To be capable of detecting data losses (or) errors in outsourced storage and other abnormal behaviors etc.
- **Storage Correctness** – To ensure the integrity is verified by server, the one who is providing space for storing and maintaining data.

### 2. RELATED WORK

Recently, there have been many works [1-15] [19] proposed dealing with integrity and privacy of outsourced data. Ateniese et al. [2] is the first to introduce Provable data possession (PDP) model, which detects correctness of clients’ outsourced data. Their scheme utilizes RSA-based homomorphic tags for auditing the data and retrieves only linear combination of blocks to verify. The dynamic data operation is not supported by their scheme and hence it works only for static files. Further Ateniese et al. [8] construct a dynamic version of their PDP model named scalable and efficient PDP. The downside of the scheme is that it sets a limit on the no of queries raised and do not consider the data storage which is fully dynamic. The above scheme works on symmetric key cryptography. In [3] Juels et al. present a proof of retrievability (POR) scheme that ensures the retrievability of files and possession. They used spot checking by embedding special blocks called sentinels and error correcting codes to ensure the possession of files. This scheme is also bound to a limited number of queries and Public auditability is also not achieved. Shacham and waters [4] construct a scheme with full security proof based on the scheme defined in [3]. BLS signatures built on homomorphic linear authenticators were introduced in their scheme [21]. These signatures can be aggregated into a single signature and also provides a small authenticated value for public verifiability. But
still, authors considered only static files and do not support dynamic data operations. The collected proof responses that are obtained during the auditing process provide a way for the verifier to derive the data. The framework for exploring dynamic provable data construction is introduced by Erway et al. [9]. The dynamic version of PDP [2] model is extended in the model [9] helps to support provable updates to files that are stored using rank based skip authentication lists. This scheme is fully dynamic version of PDP scheme. Block insertion is efficiently supported with authenticated skip list data structure by eliminating index tag computation in Ateniese [2] model. Wang et al. 1] [7] [15] proposed a dynamic data storage in a distributed scenario. They utilized challenge – response scheme in order to locate the possible errors and to find the correctness of data. However their scheme supports partial dynamic data operations.

The existing system [1] – [16] focuses on checking the integrity verification in cloud storage systems. We list and give a comparison of existing techniques, involving provable data possession, scalable PDP, Dynamic PDP, Compact proof of retrievability. But still the problem of ensuring both public auditability and supporting full dynamic data operations has not been fully addressed. Hence designing an efficient and secure data storage system has become an open challenge task in cloud storage. We list and give a comparison of existing techniques [1-10], involving provable data possession, scalable PDP, Dynamic PDP, Compact proof of retrievability in Table.1.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>CSP computation</th>
<th>Client computation</th>
<th>Communication cost</th>
<th>Fragmentation</th>
<th>Privacy</th>
<th>Dynamic operations</th>
<th>Prob. Of Detection</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Modify</td>
<td>Insert</td>
<td>Delete</td>
<td></td>
<td>Modify</td>
<td>Insert</td>
<td>Delete</td>
</tr>
<tr>
<td>PDP[2]</td>
<td>O(t)</td>
<td>O(t)</td>
<td>O(1)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>SPDP[8]</td>
<td>O(t)</td>
<td>O(t)</td>
<td>O(t)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>DPDP-I[9]</td>
<td>O(t log n)</td>
<td>O(t log n)</td>
<td>O(t log n)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CPOR-I[4]</td>
<td>O(t)</td>
<td>O(t)</td>
<td>O(1)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CPOR-II[4]</td>
<td>O(t+s)</td>
<td>O(t+s)</td>
<td>O(s)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>DPDP-II[9]</td>
<td>O(t log n)</td>
<td>O(t log n)</td>
<td>O(t log n)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Dynamic audit server</td>
<td>O(t+s)</td>
<td>O(t+s)</td>
<td>O(s)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Our Scheme</td>
<td>O(t)</td>
<td>O(t)</td>
<td>O(t)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

't'–no of sampled blocks, ‘s’– sectors in each block, ‘p’ – probability of block corruption

Thus our contribution can be summarized as follows:

**Design Goals:**

- To perform public auditing with the help of trusted third party auditor (TTPA) to ensure the correctness of data.
- To secure the data from active adversaries by applying signature to the data before it is being sent from server to auditor during the verification process.
3. DESIGN OF OUR SCHEME

3.1 PRELIMINARIES

Bilinear Map
Let \( e: G \times G \rightarrow GT \). It is a bilinear map, where \( G \) and \( GT \) are groups of prime order p. Let \( g \) is the generator of \( G \). \( H : \{ 0, 1 \} \rightarrow G \) is a cryptographic hash function, which maps strings to \( G \), can be viewed as a random oracle [16]. A map \( e: G_1 \times G_2 \rightarrow G_2 \) is called a bilinear pairing if it satisfies the following three conditions [21].

1. It is computable: there should be an algorithm to compute \( e \) efficiently;
2. Bilinear: for all \( h_1, h_2 \in G \), and \( a, b \in \mathbb{Z}_p \), \( e(h_1^a, h_2^b) = e(h_1, h_2)^{ab} \);
3. Non-degenerate: \( e(g,g) \neq 1 \), \( g \) is a generator of \( G \).

3.2 SYSTEM MODEL

Our proposed system model consists of three main entities named Clients, Cloud Storage Servers (CSS) and Trusted Third Party Auditor (TTPA). The architecture of our system is shown in Fig.1.

- Clients: users have large amounts of data to outsource onto a cloud. They can leverage the maintenance operations on the data to the cloud.
- Cloud Storage Server (CSS): Cloud service providers have an enormous amount of storage space to store client’s data.
- Trusted Third Party Auditor (TTPA): Anyone who has expertise and capabilities to check the integrity of the data stored in cloud based upon the request from the user. The audit log is sent to the user. We assume that the TTPA is trusted and server is untrusted and semi trusted.

Fig.1. System Architecture for Data Integrity Audit
3.2.1 ALGORITHM

Merkle Hash Tree and Index Hash Table are the different authentication structures was introduced in earlier works carried out by many researchers. MHT (Merkle Hash Tree Structure) shown in Fig. 2 was introduced by Wang et al. [1, 13] and Index Hash Table was introduced by Yan Zhu et al [10] is given in TABLE 2. When hash trees are used for authentication checking, generating proof becomes complex and time consuming. Moreover the communication overhead and the incurred computation cost are high in those systems. The scheme by Zhu et al [10] uses a data structure called index hash table (IHT) in hybrid cloud is shown in Table 2. It generates hash values and records any changes in data blocks during the verification process. Their scheme also helps to reduce computational cost and communication overhead by storing values in TPA instead of storing in cloud service provider (CSP). But the updating operation requires modification of averaging N/2 elements, where N denotes the total number of blocks [10]. This is because of the sequence structures used in index hash table. Also their scheme additionally requires regeneration of block tags since the block numbers of some blocks are modified inevitably. It creates unnecessary overhead in communication cost, and causes additional computation cost. Hence it is not efficient. We design a new table structure named ITS (Index Table Structure), in order to improve an efficiency of the auditing mechanism.

**TABLE 2 – INDEX HASH TABLE**

<table>
<thead>
<tr>
<th>No.</th>
<th>B&lt;sub&gt;i&lt;/sub&gt;</th>
<th>V&lt;sub&gt;i&lt;/sub&gt;</th>
<th>R&lt;sub&gt;i&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>r′&lt;sub&gt;1&lt;/sub&gt;</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>r&lt;sub&gt;2&lt;/sub&gt;</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>1</td>
<td>r&lt;sub&gt;3&lt;/sub&gt;</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>1</td>
<td>r&lt;sub&gt;5&lt;/sub&gt;</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>2</td>
<td>r′&lt;sub&gt;5&lt;/sub&gt;</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>N+1</td>
<td>N</td>
<td>1</td>
<td>r&lt;sub&gt;n&lt;/sub&gt;</td>
</tr>
<tr>
<td>N+1</td>
<td>N+1</td>
<td>1</td>
<td>R&lt;sub&gt;N+1&lt;/sub&gt;</td>
</tr>
</tbody>
</table>

No. – serial number, R – random integer, B<sub>i</sub> – block no, V<sub>i</sub> – version

In this paper, we consider a new table structure Index Table Structure (ITS) for public auditing is represented in TABLE 3. Our proposed table contains the following elements as index no; block Number, version, timestamp and its memory reference. In our system, TTPA maintains index table structure (ITS) as specified in Yan Zhu et al [10]. Their
scheme checks the integrity of data in a hybrid cloud. We assume the TTPA is trusted and he/she is not able to read the data contents of users. This helps us to preserve privacy protection.

**TABLE 3-INDEX TABLE STRUCTURE (ITS)**

<table>
<thead>
<tr>
<th>Index no</th>
<th>Block Number (bi)</th>
<th>VERi</th>
<th>TSi</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>VER1</td>
<td>TS1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>VER2</td>
<td>TS2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>VER3</td>
<td>TS3</td>
</tr>
<tr>
<td>n-1</td>
<td>n-1</td>
<td>VERn-1</td>
<td>TSn-1</td>
</tr>
<tr>
<td>N</td>
<td>N</td>
<td>VERn</td>
<td>TSn</td>
</tr>
</tbody>
</table>

In our proposed system, the user sends index information to Index Table Structure (ITS) maintained by Trusted Third Party Auditor (TTPA). The index information contains version number (VERi) and timestamp (TSi) of a particular block. Then signature $\sigma_i$ is generated during the setup phase. The generated signature consists of both block number ($m_i$) and version number (VERi) and timestamp (TSi). TTPA verifies the version number and the timestamp corresponding to challenged blocks in verification phase. This step is performed to check whether the proof is correct or not (Eq.no.8). Our proposed system aims to reduce the communication cost and computation overhead.

### 3.3 PROPOSED SYSTEM

Initially file $F$ to be outsourced is preprocessed and is divided into $n$ blocks.

\[ F = \{b_1, b_2, \ldots, b_n\} \text{ where } \{b_i\}_{1 \leq i \leq n} \quad (1) \]

We can further divide each block into $s$ sectors $b_i = \{b_{i1}, b_{i2}, \ldots, b_{is}\} \quad (2)$

where $\sum_{j=1}^{s} m_{ij}$, in order to minimize the cost required for extra storage and space.

Our scheme is categorized into two phases based on Index Table Structure (ITS). They are setup phase and proof verification phase. The setup phase is explained as below.

* **Key Generation**

The client generates a key pair $(S_{sk}, S_{pk})$ for signing. Then it chooses a random value $y \leftarrow Z_p$. From this, user computes $a \leftarrow g^y \in G$. The secret key is $SK = \{y, S_{sk}\}$ and the public keys are chosen as $PK = \{S_{pk}, a, g, u\}$ where $g$ and $u$ are random elements.

* **Signature Generation**

First we compute file tag for the given file $F = b_i$ ($i = 1, 2, \ldots, n$).

The file tag can be used to identify a particular file during integrity verification. The tag can be calculated as $\sigma = \text{filename}||n||\text{sig}_{skk}(\text{filename}||n)$  \quad (3)

where $n$ is number of blocks. $\text{sig}_{skk}(\text{filename}||n)$ denotes the file name and no of blocks are signed using secret key. In addition to this, the user sends the following information ($m_i$, VERi, TSi) to the TTPA during setup phase. Then client computes signature ($\sigma_i$) for
each block $m_i \in \mathbb{Z}_p$ with the help of public key $u$.

$$\sigma_i = (H(m_i \mid \| \text{VER}_i \mid \| T_i), u^{m_i \mid \| \text{VER}_i \| \| T_i)}^y$$  \hspace{1cm} (4)

Let $\sigma_i$ denote the set of signatures for all the blocks as $\sigma_i = \{\sigma_i, 1 \leq i \leq n \}$. Then client sends the following information $\{F_i, \sigma_i, 1 \leq i \leq n\}$ to cloud service provider (CSP). User deletes the file and corresponding signatures from the local storage.

Algorithm: Setup phase

1 begin
2  data owner chooses a key pair $(S_{sk}, S_{pk})$ for signing
3  choose a random value $y \leftarrow \mathbb{Z}_p$; compute $a = g^y \in G$.
4  secret key $SK = \{y, S_{sk}\}$; public key $PK = \{S_{pk}, a, g, u\}$
5  compute file tag $\tau = \text{filename}||n||\text{sig}_{Ssk}(\text{filename}||n)$
6  send $(\tau, \text{VER}_i, T_i)$ to TTPA. TTPA adds it to ITS.
7  for round blocks $(i \leftarrow 1 \text{ to } n)$ do
8    begin
9      compute signature tag $\sigma_i = (H(m_i \mid \| \text{VER}_i \mid \| T_i), u^{m_i \mid \| \text{VER}_i \| \| T_i)}^y$
10    end
11  denote set of signatures $\sigma_i = \{\sigma_i, 1 \leq i \leq n\}$
12  send $\{F_i, \sigma_i, 1 \leq i \leq n\}$ to CSP
13  end

Proof verification phase is explained as below:

- **Audit Process**
  The TTPA can verify the integrity of the data by sending challenge request to the server. Initially TTPA verifies the file tag of a file $F$ using public key $S_{pk}$. It checks the validity of file and TTPA quits if fail. Otherwise it recovers $u$. If the proof on validity is correct, TTPA constructs a challenge message and sends the challenge request to the server. It proceeds to next step as shown below.

- **Generation of Challenge Request**
  To generate message challenge TTPA picks $\text{INDEX} = \{\text{INDEX}_i\}_{1 \leq i \leq c}$, random $c$ number subset $S = \{s_i \mid s_i \in \text{INDEX}\}$. $\text{INDEX} = \{\text{INDEX}_i\}_{1 \leq i \leq c}$ specifies the all blocks index set and $S = \{s_i \mid s_i \in \text{INDEX}\}$ specifies total no of blocks to be verified. This subset indicates the block positions to be checked. TTPA sends the request to CSP.

Server responds with the proof upon receiving the challenge message,

$$\text{Block Proof} = \sum_{i=1}^{S} X_i m_i \in \mathbb{Z}_p$$  \hspace{1cm} (5)

It represents linear combination of all the sampled blocks.
Authenticator proof \( \Psi = \prod_{i=x_i}^G \)  

It represents all tags aggregated authenticator values. Both proofs are aggregated in to single value and CSP chooses a random value \( r \leftarrow \mathbb{Z}_p \). It calculate \( R = e(u, a)^r \). A blind factor \( = r + \gamma \) is also calculated. CSP responds with the following proof,

\[
\text{Proof} = \{ , \Psi, R \} 
\]  

(7)

There is a possibility for any adversary to modify the data by observing the conversations between CSP and TPA as specified in [11] and [12]. CSP digitally signs \( \Psi \) the generated proof using secret key by applying elliptic curve digital signature algorithm [20] before sending it to the auditor to overcome this problem. Finally this is sent to the TTPA.

\[
\text{Proof} = \{ , \Psi, R, \Psi \} 
\]

(8)

**Correctness Of Proof Verification**

TTPA verifies the validity of proof as follows, The TTPA verifies the sign using public key. If it is valid, then it computes challenged blocks hash values \( H = \prod H(\text{VER}_i, \text{TS}_i)^x_i \) and further TTPA verifies the validity of proof by checking the equation given below.

\[
R. e(\sigma^\gamma, g)^{=2} e(\prod_{i=x_i}^G H(m_i | \text{VER}_i, \text{TS}_i)^{x_i} . u \quad a) 
\]

(9)

It outputs TRUE if the equation holds, otherwise emits FALSE. The correctness of the verification equation can be verified as follows.

\[
\begin{align*}
R. e(\sigma^\gamma, g) & = e(u, a)^r . e(\prod_{i=x_i}^G H(m_i | \text{VER}_i, \text{TS}_i)^{x_i} . u^{e(\text{VER}_i, \text{TS}_i)^{x_i}}, g)^{=2} \\
& = e(u^r, a). e(\prod_{i=x_i}^G H(m_i | \text{VER}_i, \text{TS}_i)^{x_i} . u^{e(\text{VER}_i, \text{TS}_i)^{x_i}}, g)^{=2} \\
& = e(u^r, a). e(\prod_{i=x_i}^G H(m_i | \text{VER}_i, \text{TS}_i)^{x_i} . u^{r + \gamma}, a) \\
& = e(\prod_{i=x_i}^G H(m_i | \text{VER}_i, \text{TS}_i)^{x_i} . u^{r + \gamma}, a) \\
& = e(\prod_{i=x_i}^G H(m_i | \text{VER}_i, \text{TS}_i)^{x_i} . u^{r}, a) \\
& = e(\prod_{i=x_i}^G H(m_i | \text{VER}_i, \text{TS}_i)^{x_i} . u, a) 
\end{align*}
\]

Algorithm: Verification phase

1 begin
2 TTPA generates challenge request
3 begin
4 TTPA constructs a challenge message as \( \text{chal} = \{\text{INDEX} = \{\text{INDEX}_i, 1 \leq i \leq c, S = \}
\]
\{s_i | i \in \text{INDEX}\}).

5. Send challenge message “challenge” to CSP
6. end
7. **CSP computes proof**
8. begin
9. \[ \psi = \prod_{i=1}^{s} \sigma_i^{x_i}, \]
10. choose a random value \( r \leftarrow Z_p. \)
11. calculates \( R = e(u,a) r. \) apply blind factor \( \gamma = r + \gamma \)
12. generate Proof \( \delta = \{, \psi, R\} \)
13. sign the proof and send \( \{, \psi, R, \delta\} \) to TTPA
14. end
15. **TTPA verifies the proof**
16. Checks the signature on proof \( \{, \psi, R, \delta\} \)
17. If (Result=PASS)
18. begin
19. checks hash value \( H = \Pi H (VER_i, TS_i)^{x_i} \)
20. verifies signature by checking eq.no.8
21. if (output == TRUE) emits PASS
22. else emits FALSE
23. end
24. else QUIT
25. end

**4 DYNAMIC OPERATIONS**

Our system supports dynamic operations such as insertion of data (DI), modification of data (DM) and deletion of data (DD).

**Data Insertion (DI)** - This protocol supports insertion of a new block \( b_{new} \) after a given block \( b_i \) into a file \( F \).

*Algorithm: Data Insertion (DI)*
1. begin
2. Update record in ITS
3. begin
4. user generates new data information \( \text{VER}_{new}, TS_{new} \) for the new block \( b_{new} \).
5. sends update request \( \text{update}_{ins} (F, b_i, \text{VER}_{new}, TS_{new}) \rightarrow TTPA \)
6. end
7. TTPA performs the following after receiving \( \text{update}_{ins} \) request
8. begin
9. TTPA finds the last record in ITS and inserts the new one after it
update both $\text{VER}_{\text{new}}$, $\text{TS}_{\text{new}}$, increment pointer by 1

end

update stored data in cloud

begin

user generates new signature $\sigma_{\text{new}}$ for the new block $b_{\text{new}}$ based on eq.no.4

sends update request $\text{update}_{\text{in}} \ (F, \ Dl, i, b_{\text{new}} \ (\text{VER}_{\text{new}}, \text{TS}_{\text{new}})), \sigma_{\text{new}} \to \text{CSP}$

CSP generates new version of file $F_{\text{new}}$ and tag set $\text{new} = F_{\text{new}} ||n||\text{sig}_{\text{sk}}(F_{\text{new}}||n)$

end

end

**Data Deletion (DD)** - This protocol supports deletion of a particular block ($b_i$) and requires moving all the blocks after performs deletion.

*Algorithm: Data Deletion (DD)*

begin

update record in ITS

begin

user sends update request $\text{update}_{\text{del}} \ (F, \text{DD},i,) \to \text{TTPA}$

TTPA deletes $i$th record in ITS

decrement pointer by 1

end

update stored data in cloud

begin

user sends $\text{update}_{\text{del}} \ (F, \text{DD},i) \to \text{CSP}$

CSP gets new file version $F_{\text{new}}$ and tag set $\text{new} = F_{\text{new}} ||n||\text{sig}_{\text{sk}}(F_{\text{new}}||n)$

end

end

**Data Modification (DM)** - This protocol supports the replacing of a specified block $b_i$ with a new one $b_{\text{new}'}$. This is the most frequently used operations in cloud. It replaces the specified block of $b_i$ to $b_{\text{new}'}$

*Algorithm: Data Modification*

begin

user generates new $(\text{VER}_{\text{new}'}$, $\text{TS}_{\text{new}'})$ information for the block $b_{\text{new}'}$

update record in ITS

begin

Sends update request $\text{update}_{\text{mod}} \ (F, \text{DM}, i, \text{VER}_{\text{new}'}, \text{TS}_{\text{new}'})$ for $b_{\text{new}'} \to \text{TTPA}$

end

TTPA performs the following after receiving $\text{update}_{\text{mod}}$ request

begin
5 SECURITY AND PERFORMANCE ANALYSIS

This section deals about security and performance analysis of our proposed system. We prove that our scheme is sound and correct.

5.1 Security Analysis

We present security analysis of our proposed system as below.

Theorem: Unforgeability of the proof

In our scheme it is computationally infeasible for the adversary to forge an auditing proof to pass the verification.

Proof: In our system TTPA sends a challenge request chal = (INDEX=\{INDEX_i\}1≤i≤c, S' = \{s_i | i \in INDEX\}) to CSP. CSP responds with the following proof \{\Psi, R\} for the data file F in order to pass the verification. CSP signs the data with secret key (PK) using digital signature algorithm to protect the signature \{\Psi, R, S\} and data from active adversaries. TTPA verifies signature using public key (PK). This serves the authentication purpose to prove the proof is signed by provider. If any attacker tries to alter the
data, the same cannot be done since it is signed. This proves our scheme is secured.

5.2 Performance Analysis

We compare our scheme with the previous schemes by Wang [13] using Merkle-Hash Tree, Y.Zhu[10] using IHT.

5.2.1 EXPERIMENTAL RESULTS

We have conducted our experiment in a Eucalyptus environment. A private cloud has been setup using a eucalyptus open source infrastructure. This open source platform can be used to test IaaS (Infrastructure as a service) related cloud computing problems [22]. We can able to experience the real cloud setup and benefits by conducting experiments in eucalyptus tool. We have installed eucalyptus fast start version 3.4.1 on Centos6 in an Intel core i5-3520 CPU at 2.2 GHz, 500 GB SATA drive and 8 GB RAM. Our algorithms have been implemented in this setup and the results are discussed here.

5.2.1.1 Storage cost

Normally the file F and the no of blocks denoted as n is taken for analyzing storage cost in CSP and TPA. The storage cost in TPA is nil and CSP includes the cost incurred for storing the tags and the metadata used for auditing. In the above discussed schemes, there is no storage cost in TPA and the cost of CSP is given as n.µ where n is the no of blocks and µ is the bit length. Our scheme stores tags in CSP and metadata in TTPA. So the cost is v(n).

5.2.1.2 Computation cost

Computation cost involves computation of expensive operations. We present the computation cost incurred for setup phase, verification phase and cost incurred for dynamic operations phase.

Setup phase

Here the time taken to process users request based on block numbers. We derive from the result that the time taken for processing is directly proportional to block numbers. Our scheme consumes less time to execute compared with the earlier systems. It is shown in Fig.4.

![Fig.4 setup phase – processing time vs block number (different sizes)](image)

Verification phase

The proposed scheme cost for verification is much closer to the schemes by Wang [13]
and Y. Zhu [10]. It is represented in Fig. 5.

**Dynamic operations phase**

The time taken for performing block updation cost is almost similar to other systems mentioned. The time for operations on blocks will increase as the file size increases. However, the time required performing block operation is less. It is shown in Fig. 6 & Fig. 7.

![Fig. 5. Verification phase (time vs block size)](image1)

![Fig. 6. Block insertion](image2)

![Fig. 7. Block deletion](image3)

6. **CONCLUSION**

The clients or data owner needs to frequently check their data outsourced on to a remote server. The cloud storage server (CSS) maintained by CSP (cloud service provider) is an untrusted entity. So this auditing task is delegated to trusted third party auditor (TTPA) who is capable of checking the integrity proof of data and confidentiality by running verification algorithm. TTPA performs auditing process at regular intervals to detect the integrity breach of data and the audit report is sent to the user. This type of auditing is called public auditing. In this paper we achieved public auditability and dynamic data operations support. Thus our proposed system works based on Index Table Structure (ITS) to perform auditing. In addition to this we explore digital signature technique to sign the proof generated by a server during the auditing process. The detailed analysis is explained and the efficiency is proved. This is to thwart the attacks involved by external adversaries. They interacts the message between cloud server and TPA. He
modifies the content of the data and fools the server to believe the data is well main-
tained by the server. Our simple solution to solve this issue is to implant a small piece of
software (or) program that alerts the server as well as the user if the data has been ac-
cessed by adversaries. We achieved a solution to remedy this weakness by applying el-
liptic curve digital signature algorithm and a piece of program in the existing system so
as to maintain the efficiency, cost and desirable properties of an existing system.
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