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Abstract: Anonymous ABE is a promising primitive for enforcing fine-grained access control for the big data as well as preserving privacy of the users in Cloud Computing. However, traditional anonymous ABE schemes may not be secure in the real world due to the side-channel attacks. In addition, the existing anonymous ABE schemes are considered in the leak-free scenario assuming that secret keys are not leaked to the adversary. Thus, it is compelling to study the anonymity of ABE schemes in the context of key leakage attacks. Aiming at tackling the challenge above, an anonymous CP-ABE scheme against side-channel attacks in the bounded-leakage model is constructed. As a main technique tool, the dual system encryption technique is adopted. The proposed scheme uses LSSS as access structures and achieves adaptive security in the standard model. In addition, the results in simulation experiments indicate that the proposed scheme is efficient and practical.
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1. INTRODUCTION

With the rapid development of cloud computing technology, more and more people have uploaded their various types of data into clouds, such as emails, personal health records, government documents, etc. By storing their data into the cloud, the data owners can be relieved from the burden of data storage and maintenance so as to enjoy the on-demand high quality applications and services. Especially for small and medium-sized enterprises with limited budgets, they can achieve cost savings and productivity enhancements by using cloud-based services to manage projects, to make collaborations, and the like. Naturally, people would like to make their private data only accessible to authorized users. To keep sensitive user data confidential against untrusted servers, a natural way is to apply cryptographic approaches, by disclosing decryption keys only to authorized users. In particular, the adopted encryption system should support fine-grained access control. That is, users with different attributes or roles should be granted different level of access privileges.

Attribute-based encryption (ABE) [1] is envisioned as a highly promising public key primitive for realizing scalable and fine-grained access control enforced in cloud. Goyal et al. [2] formulated two forms of the ABE scheme. One is key-policy ABE (KP-ABE), and the other is ciphertext-policy ABE (CP-ABE). In KP-ABE, keys are associated with the access policy, and ciphertexts are associated with attribute sets. In CP-ABE, the situation is reversed: ciphertexts are associated with access policy, and
keys are associated with the attribute sets. Although ABE supports fine-grained access control, there is an increasing need to protect user privacy in access control systems. Because many attributes are sensitive and related to the identity of eligible users. For example, the adversary can guess that the receiver is a student if some of the attributes are school, class, score, etc. Therefore, protecting receivers’ identity while using ABE is a challenging research problem. In order to address this problem, anonymous ABE was introduced in Refs [3, 4] and further improved by Refs [5, 6]. In anonymous CP-ABE, access policy is hidden in the ciphertext. A user requires to decrypt a ciphertext using secret key belongs to his attributes. If the attributes of secret key satisfy the access policy, the user can successfully decrypt the ciphertext. If the attributes associated with the secret key do not satisfy the access policy, then the user cannot get what access policy is specified by the encryptor. Briefly speaking, anonymity requires that a ciphertext does not reveal information of its intended recipient.

Anonymous ABE has received a lot of attention in the past few years that mainly focus on providing security in the leak-free scenario assuming that the secret key is completely hidden from the adversary. Recent research has shown that various side-channel attacks, exploiting physical nature of cryptographic operations (e.g., timing, power, radiation or cold-boot attacks), can extract some bits of information from secret keys and break the security of anonymous ABE schemes. That is, security is a major barrier to enterprise adoption of cloud computing. In practice, various side-channel attacks, exploiting physical nature of cryptographic operations (e.g., timing, power, radiation or cold-boot attacks), can extract some bits of information from secret keys and break the security of anonymous ABE schemes. Responding to this challenge, it is natural to design cryptographic schemes which remain provably secure even in face of such attacks. Leakage-resilient cryptography was introduced to provide such security guarantees, which models a large class of side-channel attacks by allowing the adversary to specify an efficiently computable function $f$ applied to secret keys in the security game. Leakage-resilience has been studied under a variety of leakage models. Some early models [7, 8] severely restricted the classes of allowed leakage available to the adversary. Recently, many excellent works [9-12] are proved secure in several different leakage models, such as the only computation leakage model and auxiliary input model. A simple and general leakage model, called bounded-leakage model, does not restrict the type of leakage that the adversary can obtain, but bound the overall amount of leakage by $l$ bits. Here $l$ is leakage bound of secret keys. Clearly the leakage bound $l$ must be strictly smaller than the size of secret keys. Due to its elegance and generality, this model has attracted considerable attentions [13, 14].

1.1 Related work

To achieve anonymity of receivers, Kapadia et al. [3] proposed a CP-ABE scheme, which can hide access policies that are represented by AND of different attributes, but it is not collusion-resistant and needs an online semi-trusted server. Later, two efficient anonymous CP-ABE schemes are constructed in Ref [5]. For the purpose of secure access control, Jin et al. [6] achieved user accountability, simultaneously still hide the receiver’s attribute information in ciphertexts. However, in these anonymous ABE schemes, a user knows whether the attributes and the access policy match only after repeating de-
encyptation attempts, which lose practicability due to large computation cost. To resolve it, a novel technique called match-then-decrypt is proposed in Ref [15], where a matching phase is additionally introduced before the decryption phase. It greatly improves the efficiency of decryption in anonymous ABE. Chaudhari et al. [16] further discussed the security weaknesses of the scheme [15] and proposed an improved scheme. Han et al. [17] gave an anonymous KP-ABE scheme, which achieves adaptive security based on three modified static assumptions in composite order bilinear groups.

For providing anonymity in the presence of side-channel attacks, Yu et al. [18] introduced the concept of anonymous identity-based hash proof system (IB-HPS), and showed how to construct leakage-resilient anonymous IBE schemes through anonymous IB-HPS in a generic way. Then, the scheme in Ref [19] proposed an anonymous leakage-resilient identity-based broadcast encryption (IBBE) scheme. Recently, a continual leakage-resilient anonymous IBE scheme is proposed by Hu et al. [20]. However, all these work only focus on the security or anonymity. Thus, it is compelling to study the anonymity of ABE schemes in the context of side-channel attacks.

1.2 Our contribution

In this work, we focus on how to construct an anonymous CP-ABE scheme secure against side-channel attacks. To this end, the dual system encryption technique is adopted, which is viewed as a powerful tool for achieving anonymity and leakage-resilience security. In composite order bilinear groups, the different subgroups of $\mathbb{G}$ play different roles in the cryptosystem. The normal encryption operation occurs in the subgroup $\mathbb{G}_{p_1}$, the subgroup $\mathbb{G}_{p_2}$ is a semi-functional space, and is only used in the security proof, the subgroup $\mathbb{G}_{p_3}$ is applied to randomize the secret keys, and the elements of the subgroup $\mathbb{G}_{p_4}$ are used to guarantee the anonymity of receivers. Based on the scheme [21], an anonymous CP-ABE scheme in the bounded-leakage model is proposed. The access structure used is LSSS, which is more flexible than AND gate. Under some static assumptions, the proposed scheme is fully secure. In addition, experimental results show that the proposed construction is efficient and practical.

1.3 Organization

The rest of this paper is organized as follows. Section 2 gives some preliminaries. Section 3 presents the definition and detailed construction of anonymous CP-ABE. The security analysis are presented in Section 4. The performance comparison in theoretically analysis and practical computation is presented in Section 5. Finally, we conclude this paper in Section 6.

2. PRELIMINARIES

In order to make the paper self-contained, we provide some preliminaries that have been used throughout the paper.

2.1 Access Structures
Definition 1[22] Let \( \{ P_1, P_2, \ldots, P_n \} \) be a set of parties. A collection \( A \subseteq 2^{\{ P_1, P_2, \ldots, P_n \}} \) is monotonic if \( \forall B \in A \) and \( B \subseteq C \), then \( C \in A \). An access structure is a collection \( A \) of non-empty subsets of \( \{ P_1, P_2, \ldots, P_n \} \). The sets in \( A \) are called the authorized sets, and the sets not in \( A \) are called the unauthorized sets.

In this context, attributes play the role of parties and we restrict our attention to monotonic access structures. It is possible to realize general access structures by treating the negation of an attribute as a separate attribute.

2.2 Linear Secret Sharing Schemes (LSSS)

Definition 2[22] A secret sharing scheme \( \Pi \) over a set of parties \( \mathcal{P} \) is called linear (over \( \mathbb{Z}_p \)) if

1. The shares for each party form a vector over \( \mathbb{Z}_p \).
2. There exists a matrix \( A \) with \( n \) rows and \( 2n \) columns called the share-generating matrix for \( \Pi \). For all \( i = 1, 2, \ldots, n \) the \( i \)-th row of \( A \) is labeled by a party \( \rho(i) \), where \( \rho \) is a function from \( \{1, 2, \ldots, n\} \) to \( \mathcal{P} \). When we consider the column vector \( v = (s, r_2, \ldots, r_n) \), where \( s \in \mathbb{Z}_p \) is the secret to be shared, and \( r_2, \ldots, r_n \in \mathbb{Z}_p \) are randomly chosen, then \( Av \) is the vector of \( n \) shares of the secret \( s \) according to \( \Pi \). The share \( (Av)_i \) belongs to party \( \rho(i) \).

It is shown in [22] that every linear secret sharing scheme according to the above definition also enjoys the linear reconstruction property. Suppose that \( \Pi \) is an LSSS for the access structure \( A \). Let \( S \in A \) be any authorized set, and let \( I \subset \{1, 2, \ldots, n\} \) be defined as \( I = \{i : \rho(i) \in S\} \). Then, there exist constants \( \{w_i \in \mathbb{Z}_p\}_{i \in I} \) such that, if \( \{\lambda_i\} \) are valid shares of any secret \( s \) according to \( \Pi \), then \( \sum_{i \in I} w_i \lambda_i = s \). These \( w_i \) can be found in time polynomial in the size of the share-generating matrix \( A \).

2.3 Composite Order Bilinear Groups

Suppose that \( g \) is a group generator and \( \lambda \) is a security parameter. Composite order bilinear groups [23] can be defined as \( (N = p_1 p_2 p_3 p_4, \mathbb{G}, \mathbb{G}_T, e) \leftarrow \mathcal{G}(\mathbb{I}^5) \), where \( p_1, p_2, p_3 \) and \( p_4 \) are four distinct primes, both \( \mathbb{G} \) and \( \mathbb{G}_T \) are cyclic groups of order \( N \) and the group operations in both \( \mathbb{G} \) and \( \mathbb{G}_T \) are computable in time polynomial in \( \lambda \).

A map \( e : \mathbb{G} \times \mathbb{G} \to \mathbb{G}_T \) is an efficiently computable map with the following properties.

Bilinearity: \( \forall a, b \in \mathbb{Z}_N \), and \( g, h \in \mathbb{G} \), \( e(g^a, h^b) = e(g, h)^{ab} \).

Non-degeneracy: \( \exists g \in \mathbb{G} \) such that \( e(g, g) \) has order \( N \) in \( \mathbb{G}_T \).

Let \( \mathbb{G}_{p_i} \) denote the subgroup of order \( p_i \) for \( i \neq j \) and \( \mathbb{G}_{p_i}, \mathbb{G}_{p_i}, \mathbb{G}_{p_i}, \mathbb{G}_{p_i} \) is defined as follows.

Definition 3 For all \( u \in \mathbb{G}_{p_i}, v \in \mathbb{G}_{p_j} \), it holds that \( e(u, v) = 1 \) where \( i \neq j \).

This orthogonality property can implement semi-functionality of the proposed system.

2.4 Complexity Assumptions
The following complexity assumptions are used to prove the security of the proposed schemes, which have been used in [20].

**Assumption 1** Given a group generator $G$, we define the following distribution:

$$(N = p, p_2, p_3, p_4, G, G_7, e) \leftarrow G(1^4), g_1 \leftarrow G_{p_1}, g_4 \leftarrow G_{p_4}, g_8 \leftarrow G_{p_8},$$

$$D = (G, g_1, g_3, g_4). T_1 \leftarrow G_{p_1}, T_2 \leftarrow G_{p_2}. p_8.$$ 

The advantage of an algorithm $A$ in breaking Assumption 1 is defined as

$$\text{Adv}_{1, A}(\lambda) = |\text{Pr}[A(D, T_1) = 1] - \text{Pr}[A(D, T_2) = 1]|.$$ 

**Definition 4** We say that $G$ satisfies Assumption 1 if $\text{Adv}_{1, A}(\lambda)$ is a negligible function of $\lambda$ for any polynomial time algorithm $A$.

**Assumption 2** Given a group generator $G$, we define the following distribution:

$$(N = p, p_2, p_3, p_4, G, G_7, e) \leftarrow G(1^4), g_1 \leftarrow G_{p_1}, U_1 \leftarrow G_{p_2}, Y_2 \leftarrow G_{p_2}, g_5 \leftarrow G_{p_5}, g_8 \leftarrow G_{p_8},$$

$$D = (G, g_1, g_3, g_4, U_1, Y_2, g_5, Y_2, g_8, g_8 \leftarrow G_{p_8}).$$

The advantage of an algorithm $A$ in breaking Assumption 2 is defined as

$$\text{Adv}_{2, A}(\lambda) = |\text{Pr}[A(D, T_1) = 1] - \text{Pr}[A(D, T_2) = 1]|.$$ 

**Definition 5** We say that $G$ satisfies Assumption 2 if $\text{Adv}_{2, A}(\lambda)$ is a negligible function of $\lambda$ for any polynomial time algorithm $A$.

**Assumption 3** Given a group generator $G$, we define the following distribution:

$$(N = p, p_2, p_3, p_4, G, G_7, e) \leftarrow G(1^4), \alpha, s, \rho \leftarrow Z_N, g_1 \leftarrow G_{p_1}, g_4 \leftarrow G_{p_4}, U_2, Y_2, g_5 \leftarrow G_{p_5}, g_8 \leftarrow G_{p_8},$$

$$D = (G, g_1, g_3, g_4, g_8, U_2, g_5, Y_2, g_8, T_1 = e(g_1, g_8)^{\rho}, T_2 \leftarrow G_{p_8}).$$

The advantage of an algorithm $A$ in breaking Assumption 3 is defined as

$$\text{Adv}_{3, A}(\lambda) = |\text{Pr}[A(D, T_1) = 1] - \text{Pr}[A(D, T_2) = 1]|.$$ 

**Definition 6** We say that $G$ satisfies Assumption 3 if $\text{Adv}_{3, A}(\lambda)$ is a negligible function of $\lambda$ for any polynomial time algorithm $A$.

**Assumption 4** Given a group generator $G$, we define the following distribution:

$$(N = p, p_2, p_3, p_4, G, G_7, e) \leftarrow G(1^4), r, \tilde{s}, s \leftarrow Z_N, g_1 \leftarrow G_{p_1}, U_4, g_4 \leftarrow G_{p_4},$$

$$g_2, U_2, B_1 \leftarrow G_{p_2}, g_5 \leftarrow G_{p_5}, B_4, D_4 \leftarrow G_{p_4},$$

$$D = (G, g_1, g_3, g_4, U_2, g_4, U_2, g_5, B_2, B_4, U_4, g_8, T_1 \leftarrow U_1 D_4, T_2 \leftarrow G_{p_8}).$$

The advantage of an algorithm $A$ in breaking Assumption 4 is defined as

$$\text{Adv}_{4, A}(\lambda) = |\text{Pr}[A(D, T_1) = 1] - \text{Pr}[A(D, T_2) = 1]|.$$ 

**Definition 7** We say that $G$ satisfies Assumption 4 if $\text{Adv}_{4, A}(\lambda)$ is a negligible function of $\lambda$ for any polynomial time algorithm $A$.

### 3. ANONYMOUS CP-ABE

#### 3.1 Definition of CP-ABE
A CP-ABE scheme consists of the following four algorithms.

Setup$(\lambda, U) \rightarrow (PK, MSK)$ This algorithm takes as input a security parameter $\lambda$ and attribute universe description $U$. It then outputs the public key $PK$ and the master secret key $MSK$.

KeyGen$(MSK, PK, S) \rightarrow SK$ For any a set of attributes $S$, this algorithm uses the master secret key $MSK$ and public key $PK$ to sample a secret key $SK$.

Encrypt$(PK, M, A) \rightarrow CT$ This algorithm takes in the public key $PK$, the message $M$, and the access structure $A$, and then it outputs the ciphertext $CT$.

Decrypt$(CT, PK, SK) \rightarrow M$ The decryption algorithm takes as input the public key $PK$, a ciphertext $CT$ and secret key $SK$. If the attribute sets of the secret key satisfies the access structure $A$, it outputs the message $M$.

3.2 Detailed Construction

Setup$(\lambda, U)$: First, the algorithm chooses a bilinear group $G$ of order $N = p_1 p_2 p_3 p_4$. The subgroup of order $n = p_i (i = 1, 2, 3, 4)$ in $G$ is denoted by $G_n$. $n$ is a positive integer greater than or equal to 2. Higher values of $n$ will lead to a better fraction of leakage being tolerated, while lower values of $n$ will yield a system with fewer group elements in the keys and ciphertexts.

KeyGen$(PK, MSK, S)$: It chooses random $t, z_1, \ldots, z_n \in \mathbb{Z}_N$, $\tilde{\eta} \in \mathbb{Z}_N^{n+1}$ and $R, R_i \in G_{p_i}$ for each attribute $i \in S$. The secret key $SK$ is given as

\[ SK = (X_i, g_i, \alpha, R, \tilde{\eta}, R_i). \]

Encrypt$(PK, M, (A, \rho))$: $A$ is an $n_1 \times n_2$ matrix and $\rho$ is a map from each row $A_i$ of $A$ to an attribute $\rho(x) \in U$. It chooses a random vector $v = (s, v_2, \ldots, v_{n_2}) \in \mathbb{Z}_{p_2}^{n_2}$ and $d \in \mathbb{Z}_M^{n+1}$. For each row $A_i$ of $A$, it picks random values $r_i \in \mathbb{Z}_{p_i}$, and $W_i, V_i \in G_{p_i}$. The ciphertext $CT$ is given as

\[ CT = Me(g_1, g_i)^{\rho(x)} \cdot C_1 = g_1^{s \cdot \rho(x)} \cdot g_i^{r_i \cdot \rho(x)} \cdot g_i^d. \]

Decrypt$(CT, PK, SK)$: If $S$ satisfies the access structure $(A, \rho)$, the algorithm computes $w_i \in \mathbb{Z}_N$ such that $\sum_{p(x) \in S} w_i A_i = (1, 0, \ldots, 0)$. Then the algorithm calculates
\[
\frac{e_{\alpha_1}(C', K')}{\prod_{\rho \in S}(e(C_{\rho}, L)e(D_{\rho}, K_{\rho}))} = \frac{e(g_{1}^{\alpha_1}, g_{1}^{\alpha_2})e(g_{1}^{\alpha_2}, g_{1}^{\alpha_3}) \cdots e(g_{1}^{\alpha_{n-1}}, g_{1}^{\alpha_n})e(g_{1}, g_{1}^{\alpha_1}X_{1}'^{n} \prod g_{1}^{-\alpha_0})}{e(g_{1}, Y^{\alpha_1})^{n} e(g_{1}, T_{\rho_0}^{\alpha_1})} \\
= \frac{e(g_{1}, g_{1}^{\alpha_1}X_{1}'^{n})}{e(g_{1}, Y^{\alpha_1})} = \frac{e(g_{1}, g_{1}^{\alpha_1}X_{1}'^{n})}{e(g_{1}, Y^{\alpha_1})} \\
= e(g_{1}, g_{1}^{\alpha_1})^{n},
\]

and the message can be recovered by \( C \mid e(g_{1}, g_{1}^{\alpha_1})^{n} = Me(g_{1}, g_{1}^{\alpha_1})^{n} / e(g_{1}, g_{1}^{\alpha_1})^{n} = M. \)

## 4. SECURITY ANALYSIS

### 4.1 Security Model

We demonstrate security requirements for anonymous CP-ABE systems in the presence of side-channel attacks by modeling the capability of adversaries, and define corresponding security notions.

**Confidentiality:** This is the usual security notion of semantic security for encryption. It means that in the face of key leakage attacks, no non-trivial information about the message can be feasibly gleaned from the ciphertext.

**Anonymity:** Recipient anonymity is the property that the adversary be unable to distinguish the encryption of a chosen message for a first chosen access policy from the encryption of the same message for a second chosen access policy.

Equivalently, the goals of an adversary in an anonymous CP-ABE system include extracting information of a plaintext from the ciphertext in presence of side-channel attacks and distinguishing underlying access policies in ciphertexts, which can be integrated the following game (against chosen-plaintext attacks) in the bounded-leakage model. The security game is parameterized by a security parameter \( \lambda \) and leakage bound \( l \).

**Setup:** The challenger \( \mathcal{B} \) runs \((PK, MSK) \leftarrow \text{Setup}(\lambda, U)\) and gives \( PK \) to the adversary \( \mathcal{A} \). \( \mathcal{B} \) will construct a set \( \mathcal{Q} \) of tuple of handles, attributes sets, secret keys it has created and the number of leaked bits, that is, \((h, S, SK, L_{SK})\), but does not revealed it. Also \( \mathcal{B} \) will construct a set \( \mathcal{R} \) of attribute sets whose secret keys have been revealed.

**Phase 1:** \( \mathcal{A} \) adaptively makes the following queries.

**Create Queries.** \( \mathcal{A} \) gives attribute sets \( S \) to the challenger. \( \mathcal{B} \) creates \( SK \), sets \( h = h + 1 \) and adds \((h, S, SK, 0)\) to the set \( \mathcal{Q} \). In this query, \( \mathcal{B} \) only gives the adversary a handle \( h \) rather than the concrete secret key itself.

**Leakage Queries.** \( \mathcal{A} \) gives a PPT function \( f : \{0,1\}^* \rightarrow \{0,1\}^\ast \) with a queried handle \( h \) of key to the challenger. The challenger replies with \( f(SK) \) if \( L_{SK} + |f(SK)| \leq l \) and updates \( L_{SK} \) with \( L_{SK} + |f(SK)| \). Otherwise, outputs \( \perp \).
Reveal Queries. \( \mathcal{A} \) gives the handle for a specified key \( SK \) to the challenger. \( \mathcal{B} \) scans \( Q \) to find the requested entry and returns the secret key to \( \mathcal{A} \). Then the challenger removes the item from the set \( Q \) and adds the attribute sets into the set \( \mathcal{R} \).

Challenge: \( \mathcal{A} \) outputs two pairs of equal length messages and access structures \( (M_0, A_0), (M_1, A_1) \) to the challenger where every attribute sets \( S \in \mathcal{R} \) does not satisfy \( A_0 \) and \( A_1 \). \( \mathcal{B} \) randomly chooses \( \beta \in \{0, 1\} \) and encrypts \( M_\beta \) with \( A_\beta \).

Phase 2: This phase is the same as Phase 1 with the restriction that only Reveal Queries involving secret keys whose attribute sets do not satisfy the challenge access structure can be queried.

Guess: The adversary outputs a guess \( \beta' \in \{0, 1\} \).

Definition 8 An anonymous CP-ABE scheme is \( l \)-leakage-resilient secure if the advantage of any PPT adversary \( \mathcal{A} \) in the previously mentioned game is negligible, where the advantage of \( \mathcal{A} \) is defined as
\[
\text{Adv}_l(\lambda, l) = |\Pr[\beta' = \beta] - \frac{1}{2}|.
\]

4.3 Security Proof for Anonymous CP-ABE

Two additional structures are defined in this section. These will not be used in the real scheme, but we need them in our proofs.

Semi-functional key. There are two types of semi-functional key. A semi-functional key of type 1 is formed as follows. The algorithm picks \( \gamma \in \mathbb{Z}_N^+ \), \( \theta \in \mathbb{Z}_N^+ \), and \( q_i \in \mathbb{Z}_N^+ \) for each attribute \( i \in S \). It outputs
\[
K_i = \langle g_0, \ldots, g_n, X_i \prod_{i=1}^n g_i^{1-q_i} > g_0 \times g_i^\gamma, L = g_i R_i g_i^{q_i}, K_i = T_i R_i g_0^{q_i}.
\]

A semi-functional key of type 2 is formed without the terms \( g_0 \) and \( g_i^{q_i} \). The key is set as
\[
K_i = \langle g_0, \ldots, g_n, X_i \prod_{i=1}^n g_i^{1-q_i} > g_0 \times g_i^\gamma, L = g_i R_i, K_i = T_i R_i.
\]

Semi-functional ciphertext. A semi-functional ciphertext is formed as follows. The algorithm picks \( \delta \in \mathbb{Z}_N^+ \) and a random vector \( \bar{u} \in \mathbb{Z}_N^{n_2} \) \( (n_2 \) is the number of columns of \( A \)). For every row \( A_i \) \( A_i \) of \( A \), it chooses \( h_i \in \mathbb{Z}_N^+ \) and outputs
\[
C = Me(g_i, g_0)^{\delta}, \overline{C_i} = \langle g_i^{\delta}, \ldots, g_i^{\delta}, g_i^\gamma, X_i \prod_{i=1}^n g_i^{1-q_i} > g_0 \times g_i^\gamma, C_i = Y^{\delta} T_i^{\delta} W_i g_i^{A_i + h_i \delta}, D_i = g_i^{\delta} V_s g_i^{h_i}.
\]

When a semi-functional key decrypts a semi-functional ciphertext, the extra term \( e(g_i, g_0)^{\delta} \) arises where \( u_1 \) denotes the first coordinate of \( \bar{u} \). A semi-functional key of type 1 is called nominally semi-functional if \( \gamma \delta - u_1 \theta = 0 \) mod \( p^2 \). When such a key decrypts a corresponding semi-functional ciphertext, decryption still works.

For a probabilistic polynomial-time adversary \( \mathcal{A} \) which makes \( q \) key queries, our proof of security will consist of the following sequence of games between \( \mathcal{A} \) and a challenger \( \mathcal{B} \).

Game\(_{\text{real}}\). This is the real security game (the challenge ciphertext and all keys are normal).

Game\(_{\text{q}}\). This is the same as the real security game except that the challenge cipher-
text is semi-functional.

Game\textsubscript{\text{\text{e1}}}. For \(k\) from 1 to \(q\), Game\textsubscript{\text{\text{e1}}} like Game\textsubscript{\text{\text{e}}} except that the first \(k-1\) keys are semi-functional of type 2, the \(k-th\) key is semi-functional of type 1.

Game\textsubscript{\text{\text{e2}}}. In this game, the challenge ciphertext is semi-functional. The first \(k\) keys are semi-functional of type 2, and the remaining keys are normal.

Game\textsubscript{\text{\text{final0}}}. This game is the same as Game\textsubscript{\text{\text{e2}}}, except that the challenge ciphertext is a semi-functional encryption with \(C\) random in \(\mathbb{G}_T\). Thus the ciphertext is independent from the messages provided by \(\mathcal{A}\).

Game\textsubscript{\text{\text{final1}}}. This game is the same as Game\textsubscript{\text{\text{final0}}}, except that the challenge ciphertext is a semi-functional encryption with \(C_i\) random in \(\mathbb{G}_{p_i,p_i}\). Obviously in Game\textsubscript{\text{\text{final1}}}, the ciphertext is independent from the access structures provided by \(\mathcal{A}\) and the adversary’s advantage is 0. The indistinguishability of these games are proved by the following lemmas.

**Lemma 1** Suppose there is a PPT algorithm \(\mathcal{A}\) such that \(\text{Adv}\_{\mathcal{A}}(\text{Game}_\text{\text{e}}) - \text{Adv}\_{\mathcal{A}}(\text{Game}_\text{\text{e0}}) = \varepsilon\), we can build a PPT algorithm \(\mathcal{B}\) with advantage at least \(\varepsilon\) in breaking Assumption 1.

**Proof** Given \((\mathcal{G}, g_1, g_2, g_4)\) and \(T\) from Assumption 1, \(\mathcal{B}\) simulates Game\textsubscript{\text{\text{e}}} or Game\textsubscript{\text{\text{e0}}} with the adversary depending on whether \(T \leftarrow \mathcal{G}_{p_i,p_i}\) or \(T \leftarrow \mathcal{G}_{p_i,p_i}\).

**Setup:** \(\mathcal{B}\) picks random exponents \(a,b,\alpha \in \mathbb{Z}_N\) and \(s_i \in \mathbb{Z}_N\) for each attribute \(i\) in the system. It implicitly sets \(Y = X_iX_i = g_i^a g_4^b\) and picks random exponents \(x_1, \ldots, x_n \in \mathbb{Z}_N\). The public key is given as

\[
\text{PK} = \{N, g_1, g_4, e(g_1, g_4)\alpha, Y, g_1^a, \ldots, g_n^a, T_i = g_i^a, \forall i \in U\}.
\]

**Phase 1:** Knowing the master secret key, \(\mathcal{B}\) can generate normal secret keys in response to all secret key requests (create, leakage, reveal queries).

**Challenge:** The adversary sends \(\mathcal{B}\) two equal length messages \(M_h, M_i\) and access structures \(\mathbf{A}_h, \mathbf{A}_i\). \(\mathcal{B}\) randomly chooses \(\beta \in \{0,1\}\) and encrypts \(M_\beta\) with \(\mathbf{A}_\beta\). The access structure \(\mathbf{A}_\beta\) is encoded as an \(n \times n\) LSSS matrix \((A^\ast, \rho^\ast)\). To make the challenge ciphertext, \(\mathcal{B}\) implicitly sets \(g_i^\ast\) to be the \(\mathbb{G}_{p_i}\) part of \(T\) and chooses random values \(v_1^\ast, \ldots, v_n^\ast, r_i^\ast \in \mathbb{Z}_N\).

It then creates the vector \(\mathbf{v} = (1, v_1^\ast, \ldots, v_n^\ast)\) and sets

\[
C = M_\beta (g_1^{a\ast}, T), \bar{C}_i = <T^{a\ast}, \ldots, T^{a\ast}, T > \ast g_i^{\ast}, C_s = T^{a\ast} T^{-a\ast} \ast v_i^\ast W_s, D_s = T^{a\ast} V_s.
\]

**Phase 2:** \(\mathcal{B}\) works in the same way as Phase 1.

Thus if \(T \leftarrow \mathcal{G}_{p_i,p_i}\), this implicitly sets \(\mathbf{v} = s\mathbf{v}, r_i = s r_i^\ast\). This is a correctly distributed normal ciphertext and \(\mathcal{B}\) has properly simulated Game\textsubscript{\text{\text{e}}}.

If \(T \leftarrow \mathcal{G}_{p_i,p_i}\), let \(g_i^\#\) denote the \(\mathbb{G}_{p_i}\) part of \(T\). Then the above is a semi-function ciphertext with \(\bar{a} = \xi a\mathbf{v}, h_i = -\xi r_i^\ast, \bar{b} = \xi < x_1, \ldots, x_n, 1 >\) and \(q_{s\rho^\ast(x)} = s\rho^\ast(x)\). The values of \(a, v_1^\ast, \ldots, v_n^\ast, r_i^\ast, h_i p_i, x_1, \ldots, x_n\) modulo \(p_i\) are uncorrelated with their values modulo \(p_i\), so this is a properly distributed semi-functional ciphertext and \(\mathcal{B}\) has properly simulat-
ed Game₀. Hence, \( B \) can use the output of \( A \) to gain advantage \( \epsilon \) in breaking Assumption 1.

**Lemma 2** Suppose there is a PPT algorithm \( A \) such that \( \text{Adv}_A(\text{Game}_{e,12}) - \text{Adv}_A(\text{Game}_{e,1}) = \epsilon \), we can build a PPT algorithm \( B \) with advantage at least \( \epsilon \) in breaking Assumption 2.

**Proof** Given \( (G, g, g_1, g_2, U, Y, Y) \) and \( T \) from Assumption 2, \( B \) simulates \( \text{Game}_{e,12} \) or \( \text{Game}_{e,1} \) with the adversary depending on whether \( T \leftarrow G_{p, p_i} \) or \( T \leftarrow G_{p, p_i} \).

**Setup:** \( B \) generates the public key \( PK \) in the same way as Lemma 1.

**Phase 1:** Since \( B \) knows \( MSK \), it can answer all secret key queries for normal keys or semi-functional keys. \( B \) can form normal keys for queries > \( k \) via the regular key generation algorithm. To create semi-functional keys of type 2 for queries < \( k \), \( B \) randomly chooses \( t, z_1, \ldots, z_n \in \mathbb{Z}_N, \varphi \in \mathbb{Z}_N^{n+1} \) and \( R, R_i \in G_{p_i} \). The semi-functional keys of type 2 can be defined as

\[
\bar{K}_i = <g_1^e \cdots g_n^e, X_i, \prod_{i=1}^{n} g_i^{-s_{ki}}, \gamma(Y_i)^\varphi, L = g_i^t R_i, K_i = T_i R_i.
\]

For the \( k \)-th key, \( B \) has to either give a normal key or a semi-functional key of type 1. To do this, it picks \( z_1', \ldots, z_n' \in \mathbb{Z}_N \) and implicitly sets \( g_i' \) equal to the \( G_{p_i} \) part of \( T \). The secret key is given as

\[
\bar{K}_i = <T_1, \ldots, T_n, g_1'^{T_1} \cdots g_n'^{T_n}, \prod_{i=1}^{n} T_i^{-s_{ki}}, \gamma g_i'^\varphi, L = TR_i, K_i = T_i R_i.
\]

If \( T \leftarrow G_{p, p_i} \), this is a properly distributed normal key. If \( T \leftarrow G_{p, p_i} \), this is a semi-functional key of type 1. In this case, it implicitly sets \( g_i \) equal to the \( G_{p_i} \) part of \( T \) and then \( \varphi = \theta < z_1', \ldots, z_n', a - x_i z_i' >, q_i = s_i \).

**Challenge:** The adversary \( A \) sends \( (M_{\beta}, \beta_\text{a}) \) and \( (M_{\beta}, \beta_\text{b}) \) to \( B \). It randomly chooses \( \beta \in \{0, 1\} \) and encrypts \( M_{\beta} \) with \( \beta_\text{b} \). The access structure \( \beta_\text{b} \) is encoded as an \( n_x \times n \) LSSS matrix \( (A^\text{a}, \rho') \). To form the challenge ciphertext, \( B \) implicitly sets \( U_1 = g_1', U_2 = g_2' \) and chooses random exponent \( r_i' \in \mathbb{Z}_N \). It also picks random values \( u_1, \ldots, u_n \in \mathbb{Z}_N \) and defines the vector \( \bar{u} \) as \( \bar{u} = (a, u_1, \ldots, u_n) \). \( B \) sets

\[
C = M_{\beta} (g_1'^{U_1}, U_2, C) = <(U_1)_{\gamma}, (U_2)_{\gamma}, h_i = g_1'^{a}, \bar{W}, D = (U_2)^{\gamma} V_x.
\]

For the \( G_{p_i} \) parts, this implicitly sets \( \bar{v} = sa'^{-1} \bar{u} \) and \( r_i = sr_i' \). For the \( G_{p_i} \) parts, it sets \( \bar{u} = \xi \bar{u}', h_i = -\bar{\xi} r_i' \). From the previous procedure of creating the \( k \)-th key and the semi-functional challenge ciphertext, we can see that if the \( k \)-th key is semi-functional and the attributes of this key satisfy the challenge access structure, it is nominally semi-functional since \( \bar{\delta} = \theta \). According to the rules of the game, this key cannot be revealed to the adversary, but only leakage is allowed on it. By Corollary 6.3 in [21], the leakage of the secret key cannot help the adversary check whether the \( k \)-th key is normal or semi-functional.
Phase 2: B works in the same way as Phase 1. Thus if it \( T \leftarrow \mathbb{G}_{n,p} \), B simulates Game_{e-2}. If \( T \leftarrow \mathbb{G}_{n,p,p} \), B simulates Game_{e-1}. Hence, B can use the output of A to gain advantage \( \varepsilon \) in breaking Assumption 2.

Lemma 3 Suppose there is a PPT algorithm \( A \) such that \( \text{Adv}_A(\text{Game}_{e-1}) - \text{Adv}_A(\text{Game}_{e-0}) = \varepsilon \), we can build a PPT algorithm \( B \) with advantage at least \( \varepsilon \) in breaking Assumption 2.

Proof This proof is very similar to the proof of Lemma 2 except that the \( k-th \) key is different from it. To make the \( k-th \) secret key, it additionally chooses a random vector \( \bar{\psi} \in \mathbb{Z}_N \) and sets

\[
\bar{K}^*_i = \langle T^{\bar{\psi}}_i, \ldots, T^{\bar{\psi}}_{i+1}, g_1^{\bar{\psi}_{i+1}} \prod_{j=1}^{i+1} T^{-\bar{\psi}_{i+1}} \rangle > \ast g_3^\theta \ast (Y_i Y_j)^{\bar{\psi}_{i+1}}, L = TR, K_i = T^\theta R_i.
\]

Obviously, if \( T \leftarrow \mathbb{G}_{n,p} \), this is a properly distributed semi-functional key of type 2 and B simulates Game_{e-2}. If \( T \leftarrow \mathbb{G}_{n,p,p} \), this is a properly distributed semi-functional key of type 1 and B simulates Game_{e-1}. Hence, B can use the output of A to gain advantage \( \varepsilon \) in breaking Assumption 2.

Lemma 4 Suppose there is a PPT algorithm \( A \) such that \( \text{Adv}_A(\text{Game}_{e-2}) - \text{Adv}_A(\text{Game}_{p_{\text{mult}0}}) = \varepsilon \), we can build a PPT algorithm \( B \) with advantage at least \( \varepsilon \) in breaking Assumption 3.

Proof Given \( \langle G, g_1, g_2, g_3, g_4, g_5, U_1, g_2, U_2, g_3, g_4, g_5, Y_1 \rangle \) and \( T \) from Assumption 3, B simulates Game_{e-2} or Game_{p_{\text{mult}0}} with the adversary depending on whether \( T = e(g_1, g_1)^{\alpha^*} \) or \( T \leftarrow \mathbb{G}_T \).

Setup: The adversary picks random exponents \( a, b, x_1, \ldots, x_n, s \in \mathbb{Z}_N \) and takes \( \alpha \) from the assumption term \( g_1^{\alpha} X_2 \). It sets \( Y = X_1 X_2 = g_1^{\alpha} g_2^s \) and sends \( A \) the public key

\[
PK = \{ N, g_1, g_2, e(g_3 U_2, g_4), Y_1, g_1, \ldots, g_5, T_i \neq g_1^\theta, \forall i \in U \}.
\]

Phase 1: All keys generated by \( B \) should be semi-functional keys of type 2. The challenger picks random \( t, z_1, \ldots, z_n \in \mathbb{Z}_N, \gamma, \beta \in \mathbb{Z}_N \) and \( R, R_i \in \mathbb{G}_{p_i} \) for each attribute \( i \in S \). It creates the following secret key

\[
\bar{K}^*_1 = g_1^{\gamma_{t_1}}, \ldots, g_1^{\gamma_{t_n}}, g_2^{\gamma_{U_2}} X_1 \prod_{i=1}^{n} g_1^{\gamma_{t_i}} > \ast g_2^\theta \ast g_3^\gamma, L = g_1^\gamma R, K_i = T^\gamma R_i.
\]

Challenge: To form the challenge ciphertext, B chooses random values \( \nu^*, \nu^*, \nu^*, v^* \in \mathbb{Z}_N \).

It then creates the vector \( \bar{\nu} = (1, \nu_1^*, \ldots, \nu_n^*) \) and sets

\[
C = M_{\beta} T, \bar{C}^*_1 = \langle (g_1 Y_2)^{\nu_1^*}, \ldots, (g_1 Y_n)^{\nu_n^*}, g_2 Y_2 > \ast g_4^\gamma, C_1 = (g_2 Y_2) \ast g_4^\gamma (g_1 Y_2)^{t_1^*} W_1, D_1 = (g_2 Y_2)^{t_1^*} W_1.
\]

Phase 2: \( B \) works in the same way as Phase 1. It is obvious that if \( T = e(g_1, g_1)^{\alpha^*} \), the above is a properly distributed semi-functional encryption of \( M_\beta \) and B simulates Game_{e-2}. Otherwise, it is an encryption of a random message and B simulates Game_{p_{\text{mult}0}}. Hence, B can use the output of \( A \) to gain advantage \( \varepsilon \) in breaking Assumption 3.
Lemma 5 Suppose there is a PPT algorithm \( A \) such that \( \text{Adv}_A(\text{Game}_{\text{final}}) = \varepsilon \), we can build a PPT algorithm \( B \) with advantage at most \( \varepsilon \) in breaking Assumption 4.

Proof Given \((G, g_1, g_2, \ldots, g_4, U_1, U_4, U_2, g_1^*, B_2, g_1^* B_2, U_1 g_1^*)\) and \( T \) from Assumption 4, \( B \) simulates \( \text{Game}_{\text{final0}} \) or \( \text{Game}_{\text{final1}} \) with the adversary depending on whether \( T \leftarrow U_1^* D_{24} \) or \( T \leftarrow G_{p,p,p} \).

Setup: The adversary picks random exponents \( \alpha, x_1, \ldots, x_n, s \in \mathbb{Z}_N \) and sets \( Y = U_1 U_4 \). \( B \) sends \( A \) the public key

\[ PK = \{N, g_1, g_2, e(g_1, g_2)^\alpha, Y, g_1^n, \ldots, g_1^{s}, T_1 = g_1^s, \forall i \in U\}. \]

Phase 1: All keys generated by \( B \) should be semi-functional keys of type 2. The challenger picks random \( t, z'_1, \ldots, z'_n \in \mathbb{Z}_N, \bar{\eta} \in \mathbb{Z}_N^{n+1} \) and \( R, R_i \in \mathbb{G}_{p_i} \) for each attribute \( i \in S \). It creates the following secret key

\[ \overline{K}_1 = (g_i^1 B_1)^{z'_1} \cdot \cdots \cdot (g_i^4 B_4)^{z'_4} \cdot (U_1 g_1^1)^{\bar{\eta}}. \]

Challenge: To form the challenge ciphertext, \( B \) chooses random values \( \nu'_1, \ldots, \nu'_n, \nu'_n \in \mathbb{Z}_N \). It then creates the vector \( \nu' = (1, \nu'_1, \ldots, \nu'_n) \) and sets

\[ C \leftarrow G_{p}, \overline{C}_i = (g_i^1 B_2)^{\nu'_1} \cdot \cdots \cdot (g_i^4 B_4)^{\nu'_4} \cdot g_i B_2 > g_i^\nu, C_x = T^{\nu' \cdot T_x^{-1}} W, D_x = g_i^{\nu'} V_x. \]

Phase 2: \( B \) works in the same way as Phase 1.

If \( T \leftarrow U_1^* D_{24} \), the ciphertext components of \( C \) is random and \( B \) simulates \( \text{Game}_{\text{final0}} \). Otherwise if \( T \leftarrow G_{p,p,p} \), the ciphertext components of \( C, C_x \) are random and \( B \) simulates \( \text{Game}_{\text{final1}} \). Thus \( \text{Game}_{\text{final0}} \) and \( \text{Game}_{\text{final1}} \) are indistinguishable.

Corollary 1 (Corollary 6.3 in [21]) Let \( m \in \mathbb{N}, m \geq 3 \), and let \( p \) be a prime. Let \( \tilde{\delta} \leftarrow \mathbb{Z}_p^m, \tilde{\tau} \leftarrow \mathbb{Z}_p^m \), and let \( \tilde{\tau} \) be chosen uniformly randomly from the set of vectors in \( \mathbb{Z}_p^m \) which are orthogonal to \( \tilde{\delta} \) under the dot product modulo \( p \). Let \( f : \mathbb{Z}_p^m \rightarrow W \) be some function. Then: \( \text{dist}((\tilde{\delta}, f(\tilde{\tau})), (\tilde{\delta}, f(\tilde{\tau}))) \leq \varepsilon \), as long as \( |W| \leq 4(1 - \frac{1}{p})p^{m-2}\varepsilon^2 \), where \( \text{dist}(Y_1, Y_2) \) denote the statistical distance of two random variables \( Y_1, Y_2 \) and \( |W| \) is the number of elements of \( W \).

The \( k-th \) created key is normal or nominal semi-functional for \( \tilde{\delta} - u_i \theta = 0 \) mod \( p_2 \). If we set \( \tau \) to the semi-functional parameters and \( \tau = \tilde{\tau}, m = n + 1, \varepsilon = p_2^{x} \), then from Corollary 1, the leakage bound of our scheme \( l = (n - 2c - 1) \log p_2 \) where \( c \) is any fixed positive constant.

Theorem 1 Under Assumptions 1, 2, 3, and 4 and for \( l = (n - 1 - 2c) \log (p_2) \), where \( c > 0 \) is a fixed positive constant, the proposed scheme is anonymous and \( l \) - leakage-resilient.

Proof If Assumptions 1, 2, 3 and 4 hold, by the previous lemmas we know that the real security game is indistinguishable from \( \text{Game}_{\text{final1}} \), so \( \beta \) is information-theoretically
hidden from the adversary. Hence the adversary cannot gain a non-negligible advantage in breaking the anonymous CP-ABE scheme.

5. PERFORMANCE ANALYSIS

In this section, the performance comparison in theoretically analysis and practical computation is presented. Table 1 gives the properties comparison with other schemes. The efficiency results of the new systems compared to the old ones are shown in Table 2.

From Table 1, one can find that the schemes [15-17] achieve anonymity in the leak-free scenario and the scheme [17] is fully secure. In addition, the scheme [21] achieves adaptive security in the context of key leakage attacks, but it cannot protect the privacy of users. However our scheme can avoid the weakness above and obtain anonymity and leakage-resilience in the standard model. In Table 2, $R_f$ and $R$ denote the number of bits for the representation of elements of $G_f$ and $G$ respectively. $[S]$ is the number of attributes of keys. The scheme [15] used AND gate as access policy and there are $m$ attributes in universe. Table 2 shows that proposed scheme preserves the efficiency of the original scheme [21]. Compared to the scheme [15], our scheme achieves leakage-resilience, and simultaneously do not sacrifice the efficiency.

<table>
<thead>
<tr>
<th>Schemes</th>
<th>Access policy</th>
<th>Anonymity</th>
<th>Security</th>
<th>Leakage-resilient</th>
</tr>
</thead>
<tbody>
<tr>
<td>[15]</td>
<td>AND gate</td>
<td>Yes</td>
<td>Selective</td>
<td>No</td>
</tr>
<tr>
<td>[16]</td>
<td>AND gate</td>
<td>Yes</td>
<td>Selective</td>
<td>No</td>
</tr>
<tr>
<td>[17]</td>
<td>LSSS</td>
<td>Yes</td>
<td>Full</td>
<td>No</td>
</tr>
<tr>
<td>[21]</td>
<td>LSSS</td>
<td>No</td>
<td>Full</td>
<td>Yes</td>
</tr>
<tr>
<td>Ours</td>
<td>LSSS</td>
<td>Yes</td>
<td>Full</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 2 Efficiency comparison with other schemes

<table>
<thead>
<tr>
<th>Schemes</th>
<th>CT size</th>
<th>SK size</th>
<th>Anonymity</th>
<th>Leakage-resilient</th>
</tr>
</thead>
<tbody>
<tr>
<td>[15]</td>
<td>$2R_f + (4 + 3m)R$</td>
<td>$(2 + 5m)R$</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>[21]</td>
<td>$R_f + (n + 1 + 2n_r)R$</td>
<td>$(n + 2 + [S])R$</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Ours</td>
<td>$R_f + (n + 1 + 2n_r)R$</td>
<td>$(n + 2 + [S])R$</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>
Fig. 1. The comparison of encryption time.  
Fig. 2. The comparison of key generation time.

Furthermore, we now provide some information on the performance achieved by PBC library [24]. For encryption and key generation time, only the dominant operations are counted, which are the exponentiations in $G$ and $G_T$. Fig. 1 and Fig. 2 display measurements of encryption time and secret key generation time, respectively. The experiment is simulated on a modern workstation with 64-bit, 3.2 Ghz Pentium 4. The implementation uses a 160-bit elliptic curve group over a 512-bit finite field. Fig. 1 shows that the encryption time in the proposed construction is less than the scheme [21], and Fig. 2 shows that the key generation time is close to its. It is obvious that only the proposed construction enjoys the desirable property of leakage-resilience and anonymity, and simultaneously don not sacrifice the efficiency.

6. CONCLUSIONS

The anonymous ABE can be applied to hide the receivers' attribute information in ciphertexts. But most of the existing anonymous ABE schemes are considered in the leak-free scenario assuming that secret keys are not leaked to the adversary. In this paper, we proposed a novel anonymous CP-ABE scheme against side-channel attacks which achieves leakage-resilience in the bounded-leakage model. In particular, experimental results show that the proposed solution is efficient and practical. Under some static assumptions, the scheme is fully secure. A drawback of our construction is that it uses bilinear groups of composite order. An open problem is to build such a scheme in symmetric bilinear groups of prime order.
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