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Financial argument mining provides a systematic approach to extract valuable insights
from vast number of financial texts which can be used for tasks such as investment analysis,
risk assessment and financial news summarization. Our study, which focused on argument
unit identification and argument relation detection and classification provides a novel en-
semble approach by combining traditional machine learning and fine-tuned language mod-
els such as BERT and its variations, with techniques to address data imbalance and a robust
voting mechanism to form a consensus to enhance prediction accuracy. Through our experi-
ments, we were able to achieve Macro-F1 scores of 77.08% for argument unit identification.
Macro-F1 scores of 57.90% were achieved in our experiments for relation detection and
classification. It demonstrates that ensemble models with voting mechanisms are a viable
alternative that can outperform single model methods in this study. The developed method
also sets a new benchmark in the field of argumentative mining in finance, demonstrating
new ways to analyze financial discourse in a more advance and accurate way.

Keywords: financial NLP, argumentative mining, ensemble technique, data imbalance, log-
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1. INTRODUCTION

In the rapidly changing field of Natural Language Processing (NLP), the financial
sector is increasingly using these technologies. Integrating NLP in finance is not only
innovative but has become essential, driven by the need to manage and interpret the vast
and complex data within the sector. This paper aims to explore this integration, focusing
on the role of argumentation mining within the financial domain. The rise of NLP ap-
plications in various fields signals a new era where textual data serves as a rich resource
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for insights and predictions. In the financial sector, these applications are diverse and im-
pactful, ranging from analyzing detailed financial documents to fraud detection, creating
firm-specific narratives, assessing the readability of financial statements, and improving
financial forecasting [1, 2]. The data sources are equally varied, including corporate dis-
closures, financial reports, professional journals, aggregated news, online forums, and
social media [2]. The rise of deep learning in NLP has further changed this field. Tech-
niques like BERT [3], a transformer-based pre-trained language model (PLM), have been
adapted and fine-tuned for financial tasks, leading to the development of specialized mod-
els such as FinBERT [4], aiming for state-of-the-art (SOTA) performance in this domain.

While these advancements are impressive, there is still a significant area yet to be
fully explored: the field of argument mining in finance [5]. Understanding the argumen-
tative structure in financial texts is crucial, as it reveals not only the positions adopted
by entities but also the reasons behind these stances [6]. This insight is valuable across
various applications, from predicting financial market trends to planning public relations
strategies. This paper addresses this emerging area by focusing on two critical tasks: argu-
ment unit identification (AUI) and argument relation detection and classification (ARDC).
The former involves identifying whether a given text segment is a claim or a premise,
while the latter involves determining the nature of the relationship between pairs of text
segments, categorizing them as support, attack, or neutral [5]. Argument unit classifica-
tion and relation detection are fundamental to understanding and automating the process
of argumentation in financial texts.

Our paper aims to contribute to these two areas by developing a model capable of
these tasks with SOTA performance, paving the way for more advanced and accurate
analysis of financial discourse. We propose a unified ensemble architecture that inte-
grates and combines multiple fine-tuned language models through a voting mechanism.
This ensemble approach capitalizes on the strengths of various advanced deep learning
models, harnessing their collective power to make more accurate and robust predictions.
The unified architecture simplifies the model development workflow while offering adapt-
ability to customize the ensemble with models specifically selected to offset each other’s
weaknesses. This strategy is particularly advantageous when dealing with challenges like
data imbalance, where tailored models can be incorporated to address such issues.

The following study outlines our research in a structured manner across sections.
Section 2 provides a comprehensive review of prior research on similar tasks, setting the
stage for our investigation. Next, Section 3 explains the methodology behind our proposed
approach and the innovative strategies we used. In Section 4, we present the outcomes of
our experiments and analyze the results. This leads to the Discussion section, where we
compare our findings with existing studies to highlight the performance and advancements
achieved. Finally, in Section 5, we summarize our findings and draw conclusions from
our research.

2. RELATED WORK

This section summarizes key research and developments in financial NLP, highlight-
ing its role in market analysis, investor behavior, credit assessment, and sentiment anal-
ysis. It also covers the advancements in argumentative mining, focusing on the use of
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pre-trained and large language models, their integration with other neural network archi-
tectures, and strategies to address data imbalance in argument mining.

2.1 Financial NLP

The evolution and current state of Financial NLP is a central topic in computational
finance research [2]. Financial NLP began in the 1980s with basic text analysis techniques
applied to financial reports and press releases. These early methods had limitations due to
their inability to understand complex meanings. The rise of social media in the 2010s in-
troduced real-time data into financial prediction models. More advance deep learning ar-
chitectures like Convolutional Neural Networks (CNN), Restricted Boltzmann Machines
(RBMs), and Long Short-Term Memory (LSTM) began to be used, sometimes alongside
traditional models like Autoregressive Integrated Moving Average (ARIMA). This period
saw improvements in sentiment analysis and semantic modeling using tools like Sentic-
Net and SentiWordNet for interpreting market sentiment [2]. Building on this, Mishev
et al. [7] highlight the critical role of sentiment analysis in finance, noting challenges
with financial-specific language and the scarcity of large labeled datasets. They describe
the evolution from lexicon-based methods to advanced deep learning techniques, includ-
ing RNNs, CNNs, and PLMs like BERT and RoBERTa, which have significantly im-
proved sentiment analysis accuracy in finance. Similarly, Fisher, Garnsey, and Hughes [1]
provide an overview of NLP applications in accounting, auditing, and finance, showing
NLP’s capabilities in knowledge organization, fraud detection, and predictive analytics.
Further expanding on these applications, Kumar and Ravi [8] explore the breadth of text
mining applications in finance, from FOREX and stock market predictions to customer
relationship management and cybersecurity. Their survey emphasizes the importance of
preprocessing, feature selection, and various text mining techniques, indicating a shift
towards more comprehensive applications in financial forecasting. This progression il-
lustrates how Financial NLP has evolved from basic text analysis to sophisticated deep
learning and transformer-based PLMs, enhancing the accuracy of financial forecasting
and broadening the scope of NLP applications in finance.

Recent developments in Financial NLP have been driven by specialized workshops
and shared tasks that address various aspects of financial text processing and analysis.
Platforms like the Workshop on Financial Narrative Processing (FNP), Financial Tech-
nology and Natural Language Processing (FinNLP), FinNum Series, and the new FinArg
Series have advanced research in this domain. Specifically, the FNP workshops [9–12]
have focused on summarizing financial disclosures, extracting structures within financial
documents, and detecting causal relationships within financial narratives. Likewise, the
FinNLP workshops [13–17] have developed and benchmarked NLP tools specific to finan-
cial technology, including tasks like classifying financial terms into relevant hypernyms
and sentence boundary detection in noisy financial texts. Simultaneously, the FinNum
series [18–20], focuses on understanding numerals in financial contexts, including classi-
fying numerals in financial tweets and analyzing the relationship between numerals and
cashtags. Finally, the FinArg series [5], introduces tasks in financial argument mining,
such as separating financial reports into premises and claims and analyzing social media
discussion threads to determine argumentative links.

These workshops and shared tasks have significantly advanced automated finan-
cial text analysis and interpretation, promoting innovation and the creation of tools and
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methodologies specifically designed for financial language processing. This collaborative
approach enhances understanding and capabilities within the field, driving forward the
state of the art in financial NLP.

2.2 Model Architectures in Argument Mining

Focusing on the FinArg series in argumentative mining, significant progress has
been made in model architecture, especially with the use of pre-trained language mod-
els (PLMs) and large language models (LLMs) [5]. The use of transformer-based PLMs,
particularly BERT [3] and its variants [4,21–23], has become prominent in financial argu-
ment mining. BERT’s bidirectional understanding of textual context is a major improve-
ment over older models that processed text in one direction. FinBERT [4], a version of
BERT fine-tuned on financial texts, performs better in tasks like sentiment analysis and
argument classification within financial texts. Building on the importance of context in ar-
gumentative relation mining, Nguyen and Litman [24] proposed a context-aware approach
that utilizes features extracted from context windows surrounding argument components.
Their work demonstrated the effectiveness of incorporating contextual information in im-
proving the performance of argumentative relation classification tasks, such as identify-
ing Support and Attack relationships. This research highlights the potential of leveraging
broader contextual cues in argument mining, which aligns with our approach of using
ensemble techniques and linguistic features for financial argument analysis.

Innovative research has explored hybrid models that combine PLMs with other neu-
ral network architectures. For instance, using BERT’s embeddings as input to a CNN
merges BERT’s contextual understanding with CNN’s pattern recognition capabilities
[25]. This combination captures both the sequence of language and local textual features,
improving the classification of complex argumentative structures. Another technique in-
volves freezing the embedding layers of PLMs during training to prevent overfitting and
focus on higher-level feature extraction [26]. These approaches highlight the adaptability
and potential of transformer-based models in financial argument mining. The emergence
of LLMs, like OpenAI’s GPT models [27], has introduced new strategies in argumen-
tative mining. Prompt-based learning [25, 28], such as using the T5 model [29] with
prompts like ”choose premise or claim,” has shown promising results [25, 28]. ChatGPT
has also been explored for prompt engineering, opening new possibilities in argumenta-
tive mining [30]. Techniques like zero-shot and few-shot learning with GPT-3.5 Turbo
demonstrate the versatility of LLMs in this field [26].

A major challenge in argumentative mining, particularly in Argument Relation De-
tection and Classification, is data imbalance. This problem is worsened by the multi-
class nature of the task, with some classes, like “Attack,” being significantly underrep-
resented [31]. To address this imbalance, researchers have used various methods, in-
cluding different sampling techniques (such as under-sampling or over-sampling specific
classes) [28,30, 32] and data augmentation strategies [8, 26]. Data augmentation involves
creating additional data to support underrepresented classes. Cost-sensitive learning,
which adds a specific cost in the machine learning process to improve classification accu-
racy, has also been used [28]. One method of data augmentation involves using the NL-
PAUG [33] library’s Contextual Word Embedding Augmenter and Synonym Augmenter
to paraphrase sentences [8]. Additionally, LLMs serve a dual role in this field: they are
used as primary models for mining tasks and as tools for generating synthetic data to



ENSEMBLE BERT FOR FINANCIAL ARGUMENT MINING 5

address dataset imbalances [26, 30]. This dual use highlights the versatility of LLMs in
solving problems and improving dataset quality.

2.3 Ensemble Techniques

Ensemble learning uses the idea of combining opinions from multiple experts to
make better decisions [34]. This idea has been applied to automated decision-making,
where ensemble methods usually perform better than single systems in many cases [35].
Techniques like bagging, boosting, and stacking combine predictions from multiple mod-
els. Algorithms such as Random Forest, AdaBoost, and Gradient Boosting Machines are
popular examples [35, 36]. Ensemble voting is a common method that combines predic-
tions from multiple classifiers through majority voting (hard voting) or weighted voting
(soft voting). In hard voting, each classifier’s prediction is equally weighted, while in soft
voting, weights are based on the classifiers’ performance or other factors. Many studies
have investigated the effectiveness of these voting techniques in different applications.

In clustering ensembles, the Soft-Voting Clustering Ensemble (SVCE) method
showed better performance compared to traditional voting methods on 15 UCI datasets.
SVCE can handle both hard and soft clustering results, making it more flexible and gen-
eral [37]. In bagging ensembles, a class-specific weighted soft voting method that adjusts
weights based on test performance and intra-class variability showed slight improvements
in accuracy, suggesting it is more reliable [38]. Additionally, a class-specific soft voting
system for multiple extreme learning machines was proposed, which refines weights for
each class. This enhances performance without increasing computational load, as demon-
strated in various experiments [39].

In agriculture, a plant disease detection system using ensemble learning with both
soft and hard voting classifiers was developed. Soft voting achieved 97.8% accuracy,
while hard voting achieved 98.3%, showing the effectiveness of ensemble learning in
improving diagnostic accuracy [40]. In medical diagnostics, the performance of hard
and soft voting in breast tumor classification was evaluated. Hard voting achieved an
accuracy of 99.42%, slightly outperforming soft voting, highlighting the potential of en-
semble methods in improving medical diagnostic systems [41]. For predicting household
food security status, soft voting outperformed hard voting with an accuracy of 99.79%,
demonstrating its effectiveness in socio-economic applications [42].

Across multiple applications, both hard and soft voting improve prediction accu-
racy. Soft voting often offers better flexibility and accuracy by weighting predictions
based on model performance, while hard voting remains a robust choice due to its sim-
plicity. The consistent improvements in predictive accuracy across different fields un-
derscore the value of ensemble learning methods, especially ensemble voting techniques,
in complex classification tasks. Recent studies have further extended these concepts to
BERT-based models, showcasing their potential in natural language processing tasks. For
instance, BERT-based ensemble approaches have achieved state-of-the-art performance
in biomedical literature classification [43], harmful news detection [44], sentiment anal-
ysis [45], idiom classification [46], and multi-aspect hate speech detection [47]. These
studies highlight the versatility and effectiveness of combining BERT models with en-
semble techniques, further advancing the field of text classification and demonstrating the
power of integrating advanced language models with established ensemble methods.
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3. MATERIALS AND METHOD

3.1 Dataset

The FinArg Dataset [31] is designed for annotating argumentation structures in finan-
cial earnings conference calls (ECCs). This dataset is important for research in computa-
tional argumentation, finance, and Financial NLP. It focuses on ECC transcripts and was
annotated by four experts across 136 documents, resulting in a total of 804 documents.
The creation of the dataset involved extensive data collection, strict annotation guidelines,
and thorough checks for inter-annotator reliability. The dataset has a balanced distribu-
tion within the Argument Unit Identification Task. As shown in Table 1, it includes 5,078
‘Premise’ entries and 4,613 ‘Claim’ entries, distributed across training, development, and
testing phases with an 80-10-10 split. For our experiments, we combined the training
and development subsets into one unified dataset. This unified dataset was then used for
stratified 10-fold cross-validation during training. In contrast, the Argument Relation De-
tection and Classification section shows an imbalanced label distribution. This section
uses a three-class model for sentence pairs, including 2,000 ‘No Detected Relation’ in-
stances, 4,823 ‘Support’ instances, and only 78 ‘Attack’ instances. This results in 28.98%
‘No Detected Relation’, 69.89% ‘Support’, and only 1.13% ‘Attack’. The data partition-
ing for this section also follows an 80-10-10 split for training, development, and testing
subsets. Both the training and development sets are used to train and internally evaluate
the models, while the testing set is reserved exclusively for the final evaluation.

Table 1. Dataset Distribution for Argument Tasks
Train (80%) Dev (10%) Test (10%) Whole (100%)

Argument Unit Identification

Premise (52.40%) 4,062 508 508 5,078
Claim (47.60%) 3,691 461 461 4,613
Total (100%) 7,753 969 969 9,691

Argument Relation Detection and Classification

Support (69.89%) 3,859 482 482 4,823
Attack (1.13%) 62 8 8 78
No Detected Relation (28.98%) 1,600 200 200 2,000
Total (100%) 5,521 690 690 6,901

3.2 BERT-based Ensemble with Linguistic Features for Financial Sentiment
Analysis and Argument Understanding

Our proposed methodology workflow, as shown in Figure 1, consists of two main
phases: Ensemble Pre-Selection and Unified Ensemble, which includes methods for han-
dling data imbalance. In the Ensemble Pre-Selection phase, we start by transforming
the raw text data into formats suitable for training without any initial text cleaning. We
then train selected models and rank them by performance. The best models undergo hy-
perparameter optimization to improve their performance further. In the Unified Ensemble
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phase, we integrate the outputs of these optimized models using a voting mechanism. This
combines model predictions to create a more accurate and resilient decision boundary. To
address data imbalance, especially in tasks like argument relation detection and classifi-
cation, we implement sampling methods during preprocessing. This ensures a balanced
representation of all classes in the training data, which helps avoid biases and improves
the model’s generalization.
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Fig. 1. Proposed Unified Ensemble Architecture Workflow

Our unified ensemble approach simplifies the model development workflow and aims
to outperform existing methods by selecting and combining multiple fine-tuned language
models through a voting mechanism. This method ensures the final prediction represents
a consensus among the models, leveraging their combined strengths. A key advantage of
this unified ensemble architecture is its adaptability compared to traditional single-model
approaches, allowing for customized selection of models within the voting system to off-
set each other’s weaknesses. This adaptability is particularly beneficial for tasks facing
data imbalance issues. However, the challenge lies in determining the optimal combina-
tion of models given the vast array of available language models and their configurations,
while also considering resource constraints.

To address this challenge, we propose an experimental setup in the Ensemble Pre-
Selection phase. This setup evaluates trained models based on specific metrics, help-
ing to narrow down the most effective ensemble combinations by focusing on the top-
performing models in our rankings. By following this workflow, we aim to create a ro-
bust and adaptable model that can handle various challenges, particularly data imbalance,
while providing accurate and reliable predictions.
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3.2.1 Ensemble Pre-Selection

In this phase, our goal is to fine-tune individual models for their specific tasks be-
fore combining them into an ensemble. The process starts with transforming the raw
text into inputs suitable for their respective methods. For Transformer-based Pre-trained
Language Models (PLMs), we tokenize and transform input texts through their specific
tokenizers. Text is padded or truncated to a consistent length of 512 tokens due to input
size constraints. For traditional machine learning methods, we use the Term Frequency-
Inverse Document Frequency (TF-IDF) vectorizer from scikit-learn to convert input text
into vectors using the default configurations.

After preparing the inputs, we consider a range of models for this study. For tra-
ditional machine learning methods, we select Multinomial Naive Bayes (NB), Logis-
tic Regression (LR), K-Nearest Neighbors (KNN), Decision Tree Classifier (DT), Sup-
port Vector Classifier (SVC), Random Forest Classifier (RF), XGBoost Classifier (XGB),
and LightGBM Classifier (LGBM). For PLMs, we focus on BERT and its various ver-
sions to determine the most effective model for our tasks. We select BERT [3], Fin-
BERT [4], ELECTRA [48], ROBERTA [21], ALBERT [49], and DISTILBERT [23] for
Argument Unit Identification. For Argument Relation Detection and Classification, we
choose BART [50] and DEBERTA [51].

Our objective is to find the most suitable model for our study’s requirement of achiev-
ing a high Macro-F1 score. Each model’s unique characteristics and strengths make them
strong candidates for the tasks of Argument Unit Identification and Argument Relation
Detection and Classification. In the initial training phase, we first train and evaluate the
baseline performance of our selected models with their default configurations. Next, we
select the top-performing models from each task and further optimize them through hy-
perparameter tuning.

3.2.2 Unified Ensemble

In this section, we implement a voting mechanism that integrates various model vari-
ations for enhanced decision-making. The ensemble technique for the final model selec-
tion incorporates a top-k approach. Here, the optimized models from the Ensemble Pre-
Selection phase are selected based on their Macro-F1 scores, with increasing values of k,
specifically for the task of Argument Unit Identification. However, when handling a data
imbalance issue like the one found in Argument Relation Detection and Classification, a
more diverse selection of model is deemed more appropriate for this task rather than a
straightforward ranking. Two types of voting mechanisms are employed. The first is Soft
Voting, let M = {m1,m2, . . . ,mn} be the set of fine-tuned models in the ensemble, where
each model mi provides a prediction score for each class in a multiclass classification
problem. The Soft Voting score, Sso f t , for a given class c is calculated as:

Sso f t(c) =
1
n

n

∑
i=1

pi,c (1)

pi,c is the prediction probability of model mi for class c. The final prediction, Cso f t
f inal ,

is the class with the highest Soft Voting score:
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Cso f t
f inal = argmax

c
{Sso f t(c)} (2)

The second mechanism is Hard Voting, or Majority Voting. Each model mi casts a
binary vote vi,c for each class c, where vi,c = 1 if mi predicts class c and vi,c = 0 otherwise.
The Hard Voting score, Shard , for class c is the sum of votes from all models:

Shard(c) =
n

∑
i=1

vi,c (3)

The final prediction, Chard
f inal , is the class with the majority of votes:

Chard
f inal = argmax

c
{Shard(c)} (4)

3.2.3 Addressing Data Imbalance

To address the data imbalance inherent in the Argument Relation Detection and Clas-
sification dataset, we propose a strategy that encompasses sampling methods, model and
class weighting, and the innovative use of the Log-Likelihood Ratio (LLR) as a feature
within a Feed-Forward Neural Network (FFNN). To make the model more sensitive to-
wards underrepresented classes, we explore two sampling methods: Random Sampling
and SMOTE (Synthetic Minority Over-sampling Technique), along with Class Weighting
Sampling to adjust class weights in the loss function, and Model Weighting to optimize
ensemble model performance based on the F1 score. Chang et al. [52] demonstrated
a method for detecting topic-person interactions, utilizing LLR as an efficient feature
selection mechanism. Recognizing the parallel between the requirement for measuring
relationships in the Argument Relation Detection and Classification Task and the LLR
method, we adapted Chang et al.’s LLR-based approach. This adaptation focuses on ex-
tracting and prioritizing word pairs across sentences, using LLR scores to find those with
significant relevance to specific class labels.

Our approach starts with text preprocessing by removing noise (e.g., stopwords,
punctuation) to prepare for LLR feature extraction. For each pair of sentences, we gener-
ate word pairs and calculate their LLR scores, identifying those with the most substantial
association to the context of each sentence pair. Next, we select the top-n word pairs with
the highest LLR scores for each class — top-50 for ’No Detected Relation’, top-300 for
’Support’, and top-2000 for ’Attack’. These word pairs are determined to be most ef-
fective through experimentation. To elaborate on the LLR calculation, let i and j denote
specific word pairs within the corpus, where i refers to the first word in a pair and j to the
second. For a given class label c, the LLR score for a word pair (wi,w j) is calculated as
follows:

LLR(wi,w j|c) = 2∑
i j

Oi j log
(

Oi j

Ei j

)
(5)
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where Oi j represents the observed frequency of the word pair (wi,w j) for class c,
and Ei j represents the expected frequency of this pair, assuming independence between
words.

Utilizing this methodology, we construct a new dataset for the FFNN, where each in-
stance is represented by a feature vector comprising ’1’s and ’0’s, indicating the presence
or absence of these top-ranked word pairs in the sentence pair. This binary representation
captures the most salient relationships within the data, directly addressing class imbal-
ance by focusing on features that are most indicative of each class. This dataset, enriched
with LLR-based features, serves as the input to the FFNN model. Positioned within an
ensemble framework, this model aims to improve the accuracy and consistency of pre-
dictions across different class categories in the dataset, thereby significantly advancing
the Argument Relation Detection and Classification task. Our method, focusing on the
strategic selection and use of top word pairs based on LLR scores, not only addresses
data imbalance but also boosts the ensemble model’s ability to generalize across varied
class categories within the dataset.

3.3 Novelty of the Proposed Unified Ensemble Workflow

The main novelty of our proposed approach is the creation of a systematic and flexi-
ble workflow for building ensemble models. This workflow guides researchers and practi-
tioners in using multiple models together, customized for specific tasks. In the Ensemble
Pre-Selection phase, the workflow provides a structured method for evaluating potential
models using various metrics. This helps in selecting the best models. Its flexible design
allows easy integration of different types of models, from traditional machine learning
to advanced deep learning, accommodating the fast-changing field of NLP. The Top-k
method used in the Unified Ensemble phase highlights the workflow’s adaptability. By
changing the value of k, researchers can test different ensemble combinations, finding
the best balance between performance and computational cost. This method goes beyond
the limitations of single-model architectures, allowing the creation of ensembles suited to
specific tasks. Additionally, the workflow’s flexible design allows the use of specialized
techniques to tackle task-specific issues. For example, in our study, we included sam-
pling methods and the innovative Log-Likelihood Ratio feature extraction technique to
address data imbalance, a common challenge in argument mining tasks. This flexibility
allows researchers to develop and add custom solutions, enhancing the workflow’s useful-
ness across various problems. By combining model selection, ensemble construction, and
task-specific adjustments into one unified workflow, our approach offers a comprehensive
guide for developing ensemble models. This structured method not only helps efficiently
explore model combinations but also promotes reproducibility and transparency, support-
ing collaborative progress in the NLP community.

Our proposed workflow is a significant contribution to the field of ensemble learning
for NLP tasks. It offers a principled and flexible approach to leveraging the strengths of
multiple models while addressing specific challenges. This emphasis on systematic and
adaptable methods underscores the novelty and utility of the workflow for constructing
tailored ensemble models.
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4. EXPERIMENT

4.1 Model Configuration and Evaluation Metrics

4.1.1 Finetuned Candidate Models

To optimize the selection of language models for our final voting ensemble, we con-
ducted series of experiments to optimize the performance of top performing models from
the initial training phrase. Results for the Argument Unit Identification task revealed that
PLMs consistently outperformed traditional machine learning models. Table 2 demon-
strates that ELECTRA emerged as the front-runner, boasting a Macro-F1 score of 76.12%.
It was closely followed by a hierarchy of PLMs, with RoBERTa, BERT-base-uncased,
FinBERT, ALBERT, and DistilBERT. A similar trend was observed in the Argument Re-
lation Detection and Classification task as shown in Table 3, where PLMs dominated in
the Dev Set, and BART secured the top position with a Macro-F1 score of 50.69%. Based
on the results, PLMs were selected to form the basis of the ensemble model for both tasks.

Table 2. AUI Model Performance on Uni-
fied Set (10 Folds)

Methods Unified Set

Macro-F1 (%) Micro-F1 (%)

MLs
SVC 72.34 72.54
LR 72.15 72.36
LGBM 71.14 71.28
RF 70.99 71.16
NB 70.51 70.58
XGB 69.83 70.02
KNN 63.59 64.22
DT 61.04 61.12

PLMs
ELECTRA 76.12 76.11
RoBERTa 75.91 75.91
BERT 75.83 75.80
FinBERT 75.65 75.65
ALBERT 75.45 75.39
DistilBERT 75.28 75.24

Table 3. ARDC Model Performance on
Dev Set

Methods Dev Set

Macro-F1 (%) Micro-F1 (%)

MLs
KNN 43.87 72.23
LGBM 41.27 72.07
DT 39.55 64.52
XGB 38.99 71.13
RF 38.69 73.28
LR 36.55 70.31
SVC 36.36 65.21
LLR-FFNN 34.58 68.99
NB 28.89 69.99

PLMs
BART 50.69 80.87
BERT 47.90 77.65
FinBERT 47.23 76.83
DEBERTA 44.98 72.03

For the task of Argument Unit Identification, our experiments with their hyperpa-
rameters provided us with distinct configurations that performed well. Each PLM were
trained for 2 epochs, except for ALBERT which was trained for 3 epochs, using Mean
Square Error loss function, optimized with AdamW, incorporating a dropout rate of 0.35
and a learning rate of 2e-05. In Argument Relation Detection and Classification, best
performance was achieved when PLMs were trained for 30 epochs using Cross-Entropy
loss function with AdamW optimizer. The dropout rate was kept at 0.3, and the learning
rate was configured to 3e-07. The parameters and hyperparameters that were selected for
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Table 4. PLM’s Parameter Configuration

PLMs Epochs LF1 Optimizer Dropout Rate Learning Rate

Argument Unit Identification
ALBERT [49] 3 MSE AdamW 0.35 2e-05
BERT [3] 2 MSE AdamW 0.35 2e-05
DistilBERT [23] 2 MSE AdamW 0.35 2e-05
ELECTRA [48] 2 MSE AdamW 0.35 2e-05
FinBERT [4] 2 MSE AdamW 0.35 2e-05
RoBERTa [21] 2 MSE AdamW 0.35 2e-05

Argument Relation Detection and Classification
BART [50] 30 CE AdamW 0.3 3e-07
BERT [3] 30 CE AdamW 0.3 3e-07
DEBERTA [51] 30 CE AdamW 0.3 3e-07
FINBERT [4] 30 CE AdamW 0.3 3e-07

1 LF: Loss Function, MSE: Mean Square Error, CE: Cross Entropy

the ensemble candidate PLMs in both tasks are summarized in Table 4.
For assessing model efficacy, we employ the Macro-F1 score as the primary metric

across both Argument Unit Identification and Argument Relation Detection and Classifi-
cation tasks. This measure is particularly vital given the label imbalances present in the
latter task, ensuring a balanced evaluation across diverse class distributions. Additionally,
the Micro-F1 score is recorded, serving as an essential counterpart to the Macro-F1 in our
analysis.

4.2 Results

4.2.1 Test Set Performance

In our analysis of the argument unit identification task, we evaluated various top-k
ensemble configurations using both soft and hard voting methods on the test set. The
results, as depicted in Table 5, indicate that the ensemble comprising the Top 4 PLMs
from the unified dataset, employing soft voting, achieved the highest Macro-F1 score of
77.083%. This score represents a significant improvement of 0.659% over the highest-
performing individual PLM, BERT-base-uncased, which recorded a Macro-F1 score of
76.424%.

Furthering our analysis, we observed that hard voting ensemble techniques gener-
ally achieved higher precision compared to their soft voting counterparts. This can be
attributed to the hard voting approach requiring a majority of classifiers to have a pre-
diction, thereby mitigating the occurrence of false positives. For instance, the Top 2 (H)
configuration exhibited a precision of 76.941%, notably higher than the 74.268% pre-
cision attained by the Top 2 (S) configuration. However, this approach may adversely
impact recall, as it can overlook true positives not agreed upon by the majority, as evi-
denced by the relatively lower recall of 73.102% in the Top 2 (H) compared to 77.007%
in the Top 2 (S).

Conversely, soft voting technique tends to have more balance between precision and
recall. This method considers the confidence levels of individual classifiers, potentially
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Table 5. Ensemble Model and PLMs’ Performance on AUI Test Set
Our Methods Test Set

Precision (%) Recall (%) Macro-F1 (%) Micro-F1 (%)

Hard Voting
Top 2 (H) 76.941 73.102 76.658 76.780
Top 3 (H) 73.374 78.308 76.155 76.161
Top 4 (H) 74.477 77.223 76.551 76.574
Top 5 (H) 72.691 78.525 75.746 75.748
Top 6 (H) 73.795 76.356 75.826 75.851

Soft Voting
Top 2 (S) 74.268 77.007 76.345 76.367
Top 3 (S) 74.167 77.223 76.348 76.367
Top 4 (S) 74.338 79.176 77.083 77.090
Top 5 (S) 74.530 77.440 76.656 76.677
Top 6 (S) 73.904 76.790 76.036 76.058

Finetuned PLMs
ELECTRA 75.162 75.488 76.420 76.471
RoBERTa 71.727 81.996 76.049 76.058
BERT 75.054 75.705 76.424 76.471
FinBERT 70.849 83.297 75.718 75.748
ALBERT 72.893 69.414 73.032 73.168
DistilBERT 72.292 75.271 74.489 74.510

capturing a greater proportion of true positives without significantly increasing false pos-
itives. Our data justified this, with the Top 4 (S) configuration achieving the highest
Macro-F1 score of 77.083%, demonstrating a better balance between precision and recall
compared to the Top 4 (H) configuration which had a Macro-F1 score of 76.551%. Addi-
tionally, the Top 4 (S) showed a recall of 79.176%, significantly higher than the 77.223%
recall observed in the Top 4 (H).

Overall, our results suggest that while hard voting may be preferable for applications
prioritizing precision, as seen in the Top 2 (H) setup, soft voting provides a more balanced
approach suitable for scenarios requiring a fair trade-off between precision and recall,
as demonstrated by the Top 4 (S) configuration. This finding aligns with prior studies
on ensemble learning methodologies, highlighting the trade-offs between precision and
recall in different voting schemes [53, 54].

When juxtaposed with performances of other models in Table 6, it is evident that
our ensemble model surpasses IDEA-1 which achieved the Macro-F1-score of 76.46%,
the next closest competitor, by a margin of 0.62%. Notably, other ensemble combinations
from our experiments, including Top 2 Hard, Top 5 Soft, and Top 4 Hard, also demon-
strated superior performance compared to IDEA-1 and the remaining models. More-
over, our approach shows significant robustness and effectiveness even when compared
to newer LLMs such as T5 and GPT models. Specifically, while T5 prompting achieved
a Macro-F1 score of 76.36%, and the GPT-3.5-turbo prompting method reached only
56.82%, our method with BERT-based models maintained a higher performance level.
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Table 6. AUI and ARDC Models’ Performance Comparison
Methods Architecture Test Set

Macro-F1 (%) Micro-F1 (%)

Argument Unit Identification

Our Method Top-4 Soft Voting 77.08 77.09
IDEA-1 [25] BERT’s final embeddings as CNN input 76.46 76.47
TUA1-1 [28] T5 prompting 76.36 76.37
IMNTPU-2 [32] RoBERTa-base 76.05 76.06
MONETECH-3 [26] Finetune BERT (base) 75.53 75.54
MONETECH-1 [26] Finetune BERT (base) w/ GPT augmented dataset 75.13 75.13
WUST-1 [55] Finetune BERT (base) 74.41 74.41
LIPI-3 [8] Finetune BERT-SEC 73.86 73.89
SCUNLP-1-2 [30] Finetune DistilBERT w/ GPT augmented dataset 71.07 71.10
IMNTPU-3 [32] GPT 3.5-turbo prompting 56.82 56.97

Argument Relation Detection & Classification

TUA1-1 [28] Finetune T5 w/ Financial Phrasebank 61.50 85.65
LIPI-3 [8] Finetune FinBERT 60.22 79.42
Our Method BART (CW) & LLR-FFNN (SM) 57.90 82.03
SCUNLP-1-3 [30] Finetune DistilBERT w/ GPT augmented dataset 54.06 72.17
WUST-1 [55] Finetune BERT 53.97 78.70
IMNTPU-2 [32] Finetune FinBERT 52.97 82.61
IDEA-3 [25] Finetune BERT 51.85 81.74

This demonstrates that our method’s ensemble strategy and architectural optimizations
leverage the strengths of BERT models effectively, yielding superior results.

For the argument relation detection and classification task, our experimentation fo-
cused on two main ensemble approaches. The first ensemble applied soft voting with
model weighting between BART with Class Weighting (CW) and LLR-FFNN with
SMOTE (SM). The second ensemble was similar to the first but included the addition of
DEBERTA with Class Weighting, alongside a baseline of just BART with Class Weight-
ing. As demonstrated in Table 7, the first ensemble, combining BART with Class Weight-
ing and LLR-FFNN with SMOTE through soft voting, achieved the most notable Macro-
F1 score of 57.90%. This score represents a significant improvement of 1.18% over using
BART with Class Weighting alone. Furthermore, compared to other approaches done as
shown in Table 6, our most effective model for argument relation detection and classi-
fication ranked third overall. The second ensemble, which included DEBERTA, closely
followed in fourth place, demonstrating the potential and effectiveness of these ensemble
configurations.

To further elaborate on the effectiveness of our approach, particularly regarding the
LLR + FFNN method: While this method showed lower performance on the development
set, as shown in Table 3, its true value emerges when integrated into the ensemble model
and evaluated on the test set. As evidenced in Table 7, the ensemble models R002 and
R003, which incorporate LLR-FFNN with SMOTE, demonstrate improved performance
over the baseline BART model (R001). Specifically, R002 (BART with Class Weighting
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Table 7. Our Methods on ARDC Test Set

Our
Methods2

Test Set (%)

Class 0: No Relation Class 1: Support Class 2: Attack
Macro

F1

Micro
F1Support: 200 Support: 482 Support: 8

P R F1 P R F1 P R F1

R001 73.45 65.00 68.97 85.77 90.04 87.85 14.29 12.50 13.33 56.72 81.88
R002 72.93 66.00 69.29 85.74 89.83 87.74 25.00 12.50 16.67 57.90 82.03
R003 72.78 65.60 68.95 85.74 89.83 87.74 20.00 12.50 15.38 57.36 81.88

2 R001: BART (CW), R002: BART (CW) & LLR-FFNN (SM), R003: BART(CW) & LLR-FFNN (SM) &
DEBERTA (CW)

& LLR-FFNN with SMOTE) achieved the highest Macro-F1 score of 57.90% on the test
set, surpassing the baseline by 1.18%. This improvement underscores the significance
of the LLR + FFNN method when combined with other techniques in addressing the
challenges of argument relation detection and classification, particularly in handling class
imbalance.

It’s important to note the difference between the Macro-F1 score and Micro-F1 score
reported in Table 3 and Table 6 for both the dev set and test set evaluations. The signifi-
cant differences between Micro and Macro-F1 scores for all models, including benchmark
models, can be attributed to the dataset’s characteristics. The dataset for Relation Detec-
tion & Classification is heavily imbalanced, consisting of three classes where one class
is notably underrepresented. As detailed in Table 1 and Table 7, the ’Attack’ class con-
stitutes only 1.13% of the data, leading to substantial imbalance. This imbalance affects
the Macro-F1 score, which gives equal weight to each class, thereby highlighting the
performance on the underrepresented class. In contrast, the Micro-F1 score aggregates
the contributions of all classes, thus reflecting the model’s overall performance across the
dataset more evenly. This difference in Macro and Micro-F1 scores can also be seen when
compared to the other models in Table 6.

Our findings reveal the nuanced advantages of our proposed unified architecture.
While our method did not surpass existing approaches in Argument Relation Detection
and Classification, its significance lies in its ability to achieve state-of-the-art performance
in Argument Unit Identification while maintaining comparable scores in relation tasks.
This balanced performance across different aspects of argument mining demonstrates the
potential of our unified approach. In the Argument Unit Identification task, our method’s
superior performance suggests an enhanced understanding of language semantics and ar-
gument structure. The comparable scores in Argument Relation Detection and Classifi-
cation, though not surpassing current state-of-the-art methods, indicate that our unified
architecture can effectively handle multiple aspects of argument mining without sacrific-
ing performance in individual tasks. These results affirm the potential of our approach in
addressing complex linguistic tasks holistically. While our findings align with current re-
search on the effectiveness of advanced models in natural language processing, they offer
a fresh perspective on leveraging a unified architecture to balance performance across dif-
ferent aspects of argument mining. This approach presents a more nuanced interpretation
of model dynamics, potentially paving the way for more integrated solutions in the field.
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5. CONCLUSION

In our research, we addressed argumentative mining tasks by developing a unified en-
semble workflow that combines multiple fine-tuned language models. This new method
of selecting and combining models outperformed traditional single-model approaches,
showing significant improvements in both argument unit identification and argument re-
lation detection and classification. Our ensemble included various models, from classic
machine learning to advanced deep learning models. We tackled data imbalance with
innovative strategies like the Log-Likelihood Ratio, which improved the model’s sensi-
tivity to minority classes—an important factor in argumentative analysis. A key feature
of our study is a strong voting mechanism for model selection, ensuring that the final
en-semble takes the best aspects of each model. This approach handled complex, imbal-
anced datasets effectively and was crucial in our experiments. The results showed that our
en-semble models, especially those using soft voting, are effective in both tasks. This suc-
cess validates our approach and sets a new benchmark in the field. Our study represents
a sig-nificant advancement in argumentative mining. By combining innovative methods
with thorough experimentation, we have established a new standard in the field, opening
new possibilities for efficient and accurate argument analysis.
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