Smart phones are widely used in our daily life on which there are much personal and sensitive information. To prevent information disclosure and to strengthen the authentication security for smartphones, implicit methods for authentication attract people's attention. Implicit authentication (IA) can continuously authenticate users by profiling their behavior using the variety of sensors prevalent. IA requires no explicit user action, which is much more user-friendly. In this paper, we focus on characteristic distribution probability evaluation for keystroke dynamics and propose an authentication method based on Jensen–Shannon divergence (JS-divergence). Two phases, training phase and authentication phase, are used to identify the true user in our method. For authentication phase, the set of behavioral characteristics is preprocessed as the behavior characteristic distribution probability vector (BCDPV) to obtain the JS-divergence between two sets of behavioral characteristics. For training phase, a novel update strategy for training set based on sliding window is proposed, which can overcome the difficulties of retraining. The security of this method is estimated by False Rejection Rate (FRR), False Acceptance Rate (FAR) and Equal Error Rate (ERR). The result shows that the size of the training set (i.e. the size of the sliding window) is not the bigger the better and 5 for the best results. It also shows that our method based on JS divergence works better than that based on other measurement methods such as the cosine, chebyshev and correlation Euclidean.

**Keywords:** Authentication, Smart phones, JS-Divergence, Security, Behavior Characteristic Distribution Probability Vector (BCDPV)

1. INTRODUCTION

According to the IDC’s China Quarterly Mobile Phone Tracker [1], as the development of the mobile communications industry, the demand for smart phones has increased dramatically. Smart phones are broadly used in daily life, including financial services, social relations, electronic information and even business, because of their portability and computing performance. There is no doubt that the emergence of smart phones greatly facilitates our lives. However, smart devices store sensitive and private data including bank accounts, passwords, contacts, emails, and photos, while their security has not gained enough attention.

To protect smart devices from misuse, traditional explicit authentication mechanisms such as PIN code, draw-a-secret, face recognition, fingerprint recognition, etc., are
proposed, which is shown in Fig.1[2]. For PIN code, there are many people who don’t have a passcode on their phone because it is not easy to recall the code for most people. Meanwhile the password is insecure because it can be shoulder peeped[3-6]. For drawing-a-secret, there are so many secret marks remaining on screen as shown in Fig.2(a) that we can see the secret with naked eyes or by light spectrum recovery[7-12]. Even though biometrics are much harder to be stolen than passwords, recent research [13] show that your fingerprint can be computed by your photographs as shown in Fig.2(b)[2], and then be forged. The leakage of fingerprint and face characteristics will make us in trouble.

Recently, to enhance security and usability, implicit methods for authentication attract people's attention. Implicit authentication (IA) is a technique that allows the smart device to recognize its owner by being acquainted with his/her behaviors. For IA, research[2] have implemented them in an easily extensible open source framework for the Android operating system called Itus, which allows other researchers to iteratively improve on the existing mechanisms for performing IA. However, it is not yet clear which behavioral features and classification algorithms result in the best accuracy while also being measurable often enough to be useful. And profiles of actual users’ everyday device usage are not easy to obtain. Meanwhile we also do not know which similarity distance can be used for authentication.

For the behavioral features IA can continuously authenticate users by profiling their behavior using the variety of sensors prevalent, such as walking style, swipe speed, location, trajectory, keystroke and physical layer noise. However, for walking style, swipe speed, location and trajectory, users have privacy concerns on these behaviors. As a result, the privacy-aware profiles of users’ smart phones are hard to be obtained. The physical layer noise[14] may be used to implicit authentication. However, the tradeoff between energy efficiency and secrecy capacity/intercept probability under different fading environments is still an interesting and challenging open problem which is beyond the scope of this paper. The key stroke dynamics requires no explicit user action, which is much more user-friendly and privacy-aware. It can potentially enhance the user experience and further ensure security. It can also be deployed as a secondary defense mechanism on top of explicit authentication, providing layered security in the event of, for example, a shoulder-surfing compromising the smart phone’s PIN code or an operating system vulnerability allowing its bypass [2]. As a result, this paper focuses on the key-stroke dynamics for implicit authentication.

There has been an IA based on Jensen–Shannon divergence(JS-divergence)[15] as the similarity distance for keystroke dynamics [16]. It pays attention to how to determine the best retraining frequency when updating the user behavior model, and how to dynamically degrade user privilege, when authentication fails to identify legitimate users. The results show that this method can successfully detect the degradation of accuracy of the user behavior model, as well as automatically determine and adjust to the best retraining frequency. It is also shown that the dynamic privilege-based access control reduces the impact of false negatives on legitimate users and enhances system reliability and user experience compared with the traditional lock-only method in case of authentication failure. However, the retraining frequency in this paper is still some high.

In this paper, we focus on characteristic distribution probability evaluation for keystroke dynamics using JS divergence. Two phases, training phase and authentication
phase, are used to identify the true user in our method. For authentication phase, the set of behavioral characteristics is preprocessed as the behavior characteristic distribution probability vector (BCDPV) to obtain the JS-divergence between two sets of behavioral characteristics. For training phase, a novel update strategy for training set based on sliding window is proposed, which can overcome the difficulties of retraining. A battery of related experiments is designed and carried out in this paper. The security of this method is estimated by False Rejection Rate (FRR), False Acceptance Rate (FAR) and Equal Error Rate (ERR). The result shows that the size of the training set (i.e. the size of the sliding window) is not the bigger the better and 5 for the best results. It also shows that our method based on JS divergence works better than that based on other measurement methods such as the cosine, chebyshev and correlation Euclidean.

![Fig.1 explicit authentications](image1)

(a) PIN code  (b) draw-a-secret  (c) face recognition  (d) fingerprint recognition

![Fig.2 the limitations of explicit authentications](image2)

(a) secret marks remaining on screen  (b) Photo fingerprint hacking
2. PRELIMINARIES

2.1 Jensen–Shannon Divergence

The similarity between two BCDVs based on the JS differences that are rarely used in smartphone authentication is calculated in our paper.

A common method of measuring the similarity between the two states is to compute the KL-deviation between them. The KL-divergence between random probability distributions \( P \) and \( Q \) is:

\[
D_{KL}(P, Q) = \sum_{i=1}^{n} p(x_i) \log \frac{p(x_i)}{q(x_i)}
\]

The KL-divergence is zero, as there are equal distributions. However, KL-divergence does not apply to distance measurements due to its asymmetry. Thus, we construct a symmetric formula \( J(P, Q) \), shown in Eq.(2).

\[
J(P, Q) = D_{KL}(P, Q) + D_{KL}(Q, P) = \sum_{i=1}^{n} \left( p(x_i) - q(x_i) \right) \log \frac{p(x_i)}{q(x_i)}
\]

However, there is no upper bound in the Eq. (2) So we further construct one with upper bound, which is shown in Eq. (3).

\[
K(P, Q) = \sum_{i=1}^{n} p(x_i) \log \frac{p(x_i)}{\frac{1}{2} p(x_i) + \frac{1}{2} q(x_i)}
\]

Obviously, the two Eq. (2) and Eq. (3) constructed above cannot be symmetrical and have the upper bound at the same time. In order to make the formula both symmetric and have upper bound, we construct the formula \( L(P, Q) \), as shown in Eq. (4).

\[
L(P, Q) = K(P, Q) + K(Q, P) = 2H\left( \frac{P + Q}{2} \right) - H(P) - H(Q)
\]

The formula shown in Eq. (5) can be derived by extending the Eq. (4).

\[
D_{JS}(p_1, p_2, ..., p_n) = H(\sum_{i=1}^{n} \pi_i p_i) - \sum_{i=1}^{n} \pi_i H(p_i)
\]

where \( \pi_i (\pi_i \geq 0) \) is the weight of the random probability distribution \( q_i \) and the sum of \( \pi_i \) is 1. If there are only two probability distributions \( P_1 \) and \( P_2 \) whose corresponding weights are \( \pi_1 \) and \( \pi_2 \), then the JS divergence is

\[
D_{JS}(p_1, p_2) = H(\pi_1 p_1 + \pi_2 p_2) - \pi_1 H(p_1) - \pi_2 H(p_2)
\]
In particular, when $\pi_1 = \pi_2 = 1/2$, the JS-divergence is obtained as follows according to the information entropy.

$$D_{JS}(P, Q) = \frac{1}{2} D_{KL}(P, M) + \frac{1}{2} D_{KL}(Q, M)$$

(7)

where $M=0.5(P+Q)$. It can be found that the more similar $P$ is to $Q$, the smaller the JS-divergence is. Similarly, the JS-divergence will be zero, when the distributions are equal.

2.2 The Properties of JS Divergence

The properties of JS Divergence can be clearly seen by Eq. (7). Next we will explain the properties of JS divergence in detail. The properties of JS divergence are as follows:

1) Nonnegative: The value of the JS divergence is nonnegative, as shown in Eq. (8). If and only if $P$ and $Q$ are identical, the equal sign holds.

$$D_{JS}(P, Q) \geq 0$$

(8)

2) Symmetric: The JS divergence is symmetrical about $P$ and $Q$, that is, the JS divergence between $P$ and $Q$ is equal to the that between $Q$ and $P$.

$$D_{JS}(P, Q) = D_{JS}(Q, P)$$

(9)

3) Triangle inequality: The JS divergence satisfies the trigonometric inequality, which can be used as a distance to measure the similarity between the two probability distributions.

$$D_{JS}(P, Q) < D_{JS}(P, R) + D_{JS}(R, Q)$$

(10)

4) Bounded: JS divergence has an upper bound and the maximum value is not greater than 1.

$$D_{JS}(P, Q) \leq 1$$

(11)

It can be seen from the above properties that JS-divergence can meet all the requirements of similarity distance. It can be used as a distance to measure the similarity between the two probability distributions.

3. AUTHENTICATION METHOD

3.1 Behavior Characteristic Distribution Probability Vector

In this paper, we focus on characteristic distribution probability evaluation for key-
stroke dynamics. Specifically, the behavioral characteristics shown in Fig.3 include Key hold time \((H)\), Down-down time \((DD)\), Up-down time \((UD)\), Key press pressure \((P)\), Finger Area \((FA)\) and so on.

![Fig.3] the schematic of behavioral characteristics \(H, DD, UD, P, FA\)

Since the JS divergence measures the similarity between the probability distributions of two random variables, the data needs to be processed before the similarity is calculated. To obtain the probability distributions of behavior characteristics, the data need to be pre-processed as behavior characteristic distribution probability vector \((BCDPV)\).

The specific process of data preprocessing is as follows:

1) Time sequence: A characteristic sequence \(S\) is ordered, that is, the value inside is arranged in order. The ordered sequence is recorded as

\[
S_L = \{x_1, x_2, \ldots\}
\]

For instance, if the user enters three keys, then \(S\) will contain three Key hold time \((H_1, H_2, H_3)\), two Down-down time \((DD_1, DD_2)\) and two Up-down time \((UD_1, UD_2)\). The ordered sequence \(S_L\) is \(\{H_1, DD_1, UD_1, H_2, DD_2, UD_2, H_3\}\).

2) Normalizing: Firstly, the maximum value and the minimum value of all characteristics values in a behavioral characteristics sequence are computed. Next, each characteristics value in a behavioral characteristics sequence is normalized using the formula shown in Eq. (12). The normalized feature sequence is denoted as \(S_L^*\).

\[
x_i^* = \frac{x_i - \min}{\max - \min}
\]

For instance, if the \(SL\) mentioned in the last step is \(\{2, 10, 8, 3, 12, 9, 2\}\), then the maximum value is 12 and the minimum value is 2. Consequently, \(S_L^* = \{0, 0.8, 0.6, 0.1, 1, 0.7, 0\}\).

3) Intervals partition: In order to facilitate the statistics and obtain the behavioral characteristic probability distribution, the interval is first divided. Since the values of normalized characteristics sequence are in the range of \([0,1]\), we divide \([0,1]\) into \(N\) intervals, that is,

\[
\text{intervalwidth} = \frac{1}{N}
\]
It is worth noting that the size of $N$ for each user is the same.

4) Frequency count: Statistic the quantity of characteristic values in each interval according to the intervals partition for each normalized characteristics sequence. The set of frequency count is denoted as

$$\text{freNum} = \{ \text{freNum}_1, \text{freNum}_2, \ldots \}$$

For instance, if $N$ is 4, then the intervalwidth is 0.25. Hence the freNum of $S_L^*$ mentioned in step 2) is $\{3, 0, 2, 2\}$.

5) BCDPV: It is supposed that the length of a behavioral characteristics sequence is $L$, that is to say, the number of characteristics value in a behavioral characteristics sequence is $L$. According to the frequency count, the behavior characteristic distribution probability vector can be gotten as

$$X = \frac{\text{freNum}}{L}$$

### 3.2 Authentication and Update Strategy for Training Set

Now given two BCDPVs $X_1 = \{p_{11}, p_{12}, \ldots, p_{1N}\}$ and $X_2 = \{p_{21}, p_{22}, \ldots, p_{2N}\}$, we can get the JS distance between them:

$$D_{JS}(X_1 \parallel X_2) = \frac{1}{2} \left[ \sum_{n=1}^{N} p_{1n} \log \frac{1}{2}(p_{1n} + p_{2n}) + \sum_{n=1}^{N} p_{2n} \log \frac{1}{2}(p_{1n} + p_{2n}) \right]$$

To verify the legitimacy of the user input, we first determine whether the password is wrong. If the password is correct, user's behavior characteristics will be identified.

The matching of user characteristics involves the calculation of two mean feature similarities. Assuming that $X_{n+1}$ is the BCDPV to be matched and $\{X_n, X_{n-1}, \ldots\}$ is the ordered set whose elements have been matched successfully. As shown in the solid box in Fig.2, $k$ BCDPVs which have recently been matched are selected as the training set. As the size of the training set is $k$, there are $k(k-1)$ JS distances between two elements in this set. Since the JS divergence is symmetrical, the average of these distances can be gotten as:

$$\overline{D_{JS}} = \frac{2 \times \sum_{i=1}^{k} \sum_{j=i+1}^{k} D_{JS}(X_{n-i+1} \parallel X_{n-j+1})}{k(k-1)}$$

Then the JS-divergence between $X_{n+1}$ and each $X_i$ in the training set should be computed and the average of these values is
If the two mean values meet the conditions shown in Eq. (20), then the certification is successful.

\[
\frac{|D_{JS} - \bar{D}_{JS}|}{\bar{D}_{JS}} \leq \sigma
\]  

(18)

where \(\sigma\) is the authentication threshold.

In addition, the elements of the training set are not static. In order to capture the dynamic changes in the behavior of the user, a new update strategy for training set based on sliding window is proposed, in which the training set is dynamically changing. As shown in Fig 2, once the matching BCDPV \(X_{n+1}\) matches successfully, the solid line box moves to the position of the dashed box, which means that the newly entered \(X_{n+1}\) replaces the previous \(X_{n+j}\). This is like the sliding window mechanism and the window is constantly moving forward with the addition of matched BCDPV. As time goes by, the new matched BCDPV is constantly added, which can capture the dynamic changes in user behavior. This strategy overcome the difficulties of retraining and avoids the determination of the best retraining frequency when updating the user behavior model.

### 3.3 Authentication Framework

There are two stages in the authentication process of this method, which is shown in Fig.5.

In the training phase, to form the training set, the corresponding behavioral feature sequence and the user authentication password are recorded at first. For each sequence of behavioral features in the training set, BCDPV is obtained as described in Section 3.2. Then BCDPV is combined into a combination called BCDPV-set (i.e. the training set). Finally, the similarity between two BCDPVs in BCDPV-set is calculated to establish the user characteristic model (i.e. the value shown in Eq. (18)). At the same time, we set the default authentication threshold.

In the authentication phase, we collect the user's corresponding behavior feature sequence and its current authentication password. If the current authentication password
matches successfully, then we reconstruct and normalize the current behavior sequence to get the current BCDPV. Otherwise, re-enter the authentication password and re-collect the corresponding record feature sequence. Then compute the similarity between the current BCDPV and each one in BCDPV-set to obtain the current average feature similarity, which is used for authenticating the user's identity. If the difference between the user characteristic model and the value is less than the authentication value, the authentication succeeds. At this point, the current BCDPV is added to update the BCDPV-set, and the oldest BCDPV is replaced to capture the dynamic changes in the behavior of the user. Otherwise, authentication fails.

**Fig. 5: Authentication process**

### 4. EVALUATION AND EXPERIMENTS

#### 4.1 Datasets and Measures

The security of the authentication method proposed in this paper was evaluated. We compare and analyze the impacts on the authentication results based on the above experimental results from the following aspects: the size of the training sample set, the number of intervals partition as well as the different distance measurement methods. Since the behavior characteristics’ sequence length plays an important role and we need a longer one, we choose available datasets[17] with longer sequence length of each behavior characteristic instead of those collected by ourselves used in the experiments to obtain more effective authentication results. The results are presented using FRR, FAR and ERR. Fig.6 shows the curves of FRR, FAR and ERR. FRR and FAR are contradictory when \( a \) is increasing. ERR is the intersection of the curve FRR and FAR. The smaller ERR is the better performance.
Fig. 6 the curves of FRR, FAR and FAR

**Data acquisition:** The entire available online data collection process took 2 weeks and are, and the equipment used were Android operating system. There are 42 people, 24 boys, 18 girls, totally involved in data collection. A uniform password was tested 60 times for all participants, so that data of each user can be used as illegal data in addition to legitimate data during the test process. The password requires 14 entries, including 8 letters, 1 number, 1 English period, 2 alphanumeric conversions, 2 case conversions. Thus, the collected behavioral characteristics include several contents: 14 Key hold time \((H)\), 13 Down-down time \((DD)\), 13 Up-down time \((UD)\), 14 Key press pressure \((P)\), 14 Finger Area \((FA)\), 1 Average time \((AH)\), 1 Average pressure \((AP)\), 1 Average finger area \((AFA)\).

**Dataset:** Table 1, 2 and 3 show the datasets used in these experiments. The first dataset (dataset1) contains all features while the second dataset (dataset2) has 17, which contains the 14 \(H\) and the means of the \(H\), \(P\) and \(FA\). The second dataset, which is used for historical reason, holds time features perform the best in comparison to the other time-based features\[18\]. The participants selected 50 valid behavioral characteristics sequence samples. That is, both of dataset1 and dataset2 have a set of \(42 \times 50 = 2100\) behavioral characteristics sequences samples.

<table>
<thead>
<tr>
<th>Table 1 dataset1</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Characteristics</td>
<td>Count</td>
<td></td>
</tr>
<tr>
<td>Key hold time ((H))</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>Down-down time ((DD))</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Up-down time ((UD))</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Key press pressure((P))</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>Finger area</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>Average Key hold time</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Average pressure ((AP))</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Average finger area ((AFA))</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2 dataset2</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Characteristics</td>
<td>Count</td>
<td></td>
</tr>
<tr>
<td>Key hold time ((H))</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>Average hold time ((AH))</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Average pressure ((AP))</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Average finger area ((AFA))</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
Table 3 dataset and description

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>dataset1</td>
<td>71 characteristics</td>
</tr>
<tr>
<td>dataset2</td>
<td>17 characteristics: 14 $H +$ the means of the $H, P$ and $FA$</td>
</tr>
</tbody>
</table>

4.2 The Size of the Training Set

The user characteristic model of the suggested safety authentication method is gotten by Eq. (18). As the limitations of the performance of smart phones and the acquisition of data in practical application, the larger the sample set is, the greater the trouble of the collection of data is, as well as the cost of computing. Therefore, in order to verify the effect of the size of the training set, the experiments with the value of intervals $N$ is 10 are carried out. The average FRR and FAR of all participants at different thresholds are obtained and shown in Fig. 6a – 6b, Fig. 7a – 7b and Fig. 8a – 8b. Note that the results of $s<$5 are not shown in the figure, as the size of the training set is too small to recognize its owner adequately.

![Figure 6](image1)
![Figure 7](image2)
4.3 The Number of Intervals Partition

To study the influence of the number of interval partition which takes an important role in the characteristics reconstruction process on authentication results, the experiments dividing each training sample to different number of interval partition are carried out, then the BCDPV and the authentication result with the size of training sample set is 5 are obtained. The average FRR and FAR of all participants at different thresholds are obtained and shown in Fig. 9a – 9b, Fig. 10a – 10b and Fig. 11a–11b:

It can be seen from Fig.9a – 9b, Fig.10a – 10b and Fig.11a–11b that the number of intervals partition has an impact on the authentication result. In the two datasets, ERR is the lowest, 4.71% and 4.68% respectively, as the number of intervals partition is 20. It
can be also shown that too little or too much intervals partition may make the BCDPV not reflect the specificity of a user’s behavior characteristic. And it further influences the authentication results. Therefore, we can choose the appropriate number of interval partitions to achieve better certification results.

4.4 The Different Distance Measurement Methods

We use different similarity measurement methods including JS-divergence, cosine distance, correlation distance, Euclidean distance, and Chebyshev distance to calculate the similarity. The results for the five similarity measurement methods in two datasets are shown in Fig. 12a – 12b, Fig. 13a – 13b and Fig. 14a – 14b:

![Fig.12 The FRR of different similarity measurement methods and different dataset](image1)

![Fig.13 The FAR of different similarity measurement methods and different dataset](image2)

![Fig.14 The ERR of different similarity measurement methods and different dataset](image3)

The proposed authentication method based on JS-divergence is better than other four similarity measurement methods including the cosine, correlation Euclidean and Chebyshev. As can be seen from Fig.12(a) and Fig.12(b), for FRR, the values based on JS-divergence are all very small, and the maximum belongs to dataset1 when the authen-
tication threshold is equal to 0.1, which is 5.955%. Except the cosine, the similarity based on the rest measurement methods differs greatly from that based on the JS-divergence, especially when the authentication threshold is less than 0.4. The results of FAR are shown in Fig.13(a) and Fig.13(b), and compared with other similarity measurement methods the proposed authentication method based on JS-divergence also does the best. As is shown in Fig.14(a) and Fig.14(b), the ERR based on JS-divergence on dataset1 is 3.179% and 4.331% on dataset2, which is the smallest on both two datasets, and differs significantly from the correlation coefficient, Euclidean, Chebyshev. It can be seen that our method based on JS-divergence is the best in identity authentication and it has high security.

5. CONCLUSIONS

In this work, we propose an authentication method based on JS-divergence, which uses behavior of user entering password by touching screen. It is found from the experiment that this method is feasible and the security of that with ERR is very high under 3.719% for dataset1 and 4.331% for dataset2. In general, the behavioral characteristics can be reconstructed and normalized based on JS-divergence, so that BCDPVs, an aided authentication beyond passwords to strengthen the security of touch authentication, can be obtained.
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