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In recent years, unscrupulous hacker attacks have led to the information leakage of enterprise and individual network users, which makes the network security issue unprecedented concerned. Botnet and dark network, which use C & C channel of unknown protocol format to communicate, are the important parts. With the development of wireless mobile networks technology, this problem becomes more prominent. Classifying and identifying the unknown protocol features can help us to judge and predict the unknown attack behavior in the Internet of things environment, so as to protect the network security. Firstly, this paper compares the protocol features to be detected with the existing protocol features in the feature base through the vectorization operation of protocol features, selects the feature set with high recognition rate, and judges the similarity between protocols. The extracted composite features are digitized to generate 0-1 matrix, then Principal Component Analysis (PCA) dimension reduction is processed, and finally clustering analysis is carried out. A Clique to Protocol Feature Vectorization (CPFV) algorithm is designed to improve the efficiency of protocol clustering and finally generate a new protocol format. The experimental results show that compared with the traditional Clique and BIRCH algorithms, the proposed optimization algorithm improves the accuracy by 20% and the stability by 15%. It can cluster and identify unknown protocols accurately and quickly.
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1. INTRODUCTION

With the rapid development of science and technology, information network has gradually penetrated into all aspects of people's lives. People's demand for wireless communication is getting higher and higher, not only in terms of demand, but also security performance. Moreover, the popularity of mobile devices has brought it into the era of wireless mobile network [1]. It is also due to the continuous enrichment of computing, storage resources of mobile terminals, various mobile operating systems and wireless applications have gradually been developed, resulting in a large number of security hidden dangers in mobile terminals, which makes the security of wireless mobile network systems more and more difficult. Because many botnets are extending to the field of wireless terminals [2], many terminal devices have become the building nodes of botnets. These botnet nodes communicate by using unknown protocol and unknown C&C control channel [25], so we need some new means to resist these illegal means.

Based on the above research status, this paper analyzes and studies the related technologies and methods of protocol feature extraction [3], and proposes the clustering and recognition methods suitable for bitstream protocol data. Our method helps to measure the boundary of the botnet in the Internet environment and find the nodes in it to defend and protect the security.
The rest of this article is arranged as follows. The first part introduced the development of unknown protocol in network security. The second part described our work in the unknown protocol analysis. In the third part, we proposed a new feature vectorization method and optimized the traditional Clique clustering algorithm. In sections 4 and 5, we analyzed the performance of the new algorithm from several angles and compared with other algorithms. Finally, we summarized our work.

2. PREPARATORY WORK

The common methods of protocol recognition include data mining and clustering.

Data mining has been applied in many fields of network data processing, among which association rules are a widely used data mining method. But association rule mining does not consider the order between things. In recent years, there are many application layer protocol recognition methods based on data mining. Reference [4] proposed the classical association rule algorithm Apriori needs a large number of short sequences when mining sequences are longer, and it may produce a large number of candidate sets when the object database is larger, and the number of scanning transaction database will also bring I/O bottle neck. Reference [5] proposed an application layer protocol feature extraction algorithm based on the longest common subsequence. Although it does not need to exhaustively search the entire search space, the algorithm is less efficient. In reference [6-7], an application layer protocol feature extraction algorithm is proposed respectively. These algorithms are the improvements of the classical association rule algorithm, Apriori algorithm [24], which makes it suitable for the extraction of protocol features. Because these algorithms need to form a large number of short sequences when the sequence is longer, and when the object database is large, they will produce a large number of candidate frequency complex sets and need to scan the object database repeatedly, so the efficiency of these algorithms is relatively low.

The purpose of the data clustering method is to bring the similar data together as possible. Clustering refers to the process of dividing the data set into clusters through similarity analysis, which makes the objects in the cluster are similar to each other, but not similar to the objects in other clusters. Clustering algorithms include hierarchical clustering algorithms, partitioned clustering algorithms, and clustering algorithms based on density and grid. At present, in the field of protocol recognition, researchers use more clustering algorithms. Linlin Li et al. [21] designed a species classifier based on k-means algorithm and k-nearest neighbor algorithm. K-means algorithm was used to cluster the mixed data composed of small number of marked samples and large unlabeled samples, and then used k-nearest neighbor algorithm to identify the unlabeled samples in the cluster. The experimental results show that the classifier can achieve better classification effect for unbalanced network flow. Gerhard Munz et al. [22] used K-Means clustering algorithm to detect unlabeled abnormal traffic and successfully realized the identification of abnormal flow. McGregor [23] applied EM algorithm to network traffic classification, but its method can only be roughly identified by protocol, and the accuracy is low.

In general, although the existing clustering methods can classify unknown protocols, most methods need to input the number of target clusters, and the accuracy of protocol identification is greatly influenced by the number of target clusters. The flow of unknown
protocols cannot be classified automatically, and the practical application is limited. In view of the above situation, this paper takes bitstream data frame as the research object, takes multi-protocol recognition as the goal, analyzes the protocol characteristics, and proposes a new unknown network protocol feature recognition and classification clustering method to measure the boundary of zombie network and thus protect the network security.

3. NUMERICAL ANALYSIS OF BUILDING PROTOCOL FEATURES.

In the process of the analysis and identification of the unknown protocol, the type of the protocol message is determined by the identification of the characteristic attribute of each protocol. Fig.1 is a schematic diagram of an unknown protocol data frame identification process. Comparing the unknown protocol data frame with each of the protocol feature sets in the protocol feature library to be built, if the similarity reaches the decision threshold, the identification is successful. If the decision threshold is not reached, then the N-dimensional vector is first compared with each feature in the protocol feature library and generated. And then the M * N matrix is generated by the vector of all the M unknown protocol message data and the dimensionality reduction operation is performed. Then cluster analysis is carried out. The same type of bit stream protocol data frames is divided into the same cluster by clustering. The data frame characteristics in the same cluster are similar to each other, and the effects of different data frame characteristics in other clusters are different. And finally, the protocol cluster is converted into a protocol format by the comparison protocol library.

Fig. 1 Flow Diagram of Message Data Frame Classification for Bit Stream Unknown Protocol

3.1 Protocol feature vectorization

The numerical research of protocol data mainly includes two aspects, one is the vector of protocol characteristics, the other is the operation of data dimension reduction. These two steps can be regarded as the preprocessing of clustering data. When the comparison between the protocol data frame and the protocol feature library does not reach the threshold, it can be set as an unknown protocol [8]. The research in this paper is carried out under the condition of similarity $\lambda = 1$. In this section, the Vectorization of Protocol Feature algorithm (VPF) is proposed to compare the special stream protocol message data frame with the special stream protocol message data frame on the basis of the protocol feature
library constructed [9]. The main idea of numerical algorithm is as follows: all the composite features in the protocol feature library are compared with the bitstream data frames, and the matching features are marked as "1" and the unsuccessful features as "0", so as to realize the vector of the data frames. According to the position information in the composite feature, all the features in the protocol feature library are reordered, and the 0-1 matrix is generated by comparing it with the protocol feature library.

Assuming that there are N features, $D_n (n = 1, \ldots, n)$ in the protocol feature library $D$, the data frame $x$ is set to "1" if the data frame overrides a feature, and if it is not covered, it is set to "0" by comparing the data frame with the protocol feature in the library. Each piece of data generates an N-dimensional vector:

$$V(x) = \begin{cases} 1; & Dn \text{Covered} (n = 1, 2, \ldots, n) \\ 0; & Dn \text{Not Covered} (n = 1, 2, \ldots, n) \end{cases}$$

Assuming that there are M data frames in a set of data that are not recognized, the M-term N-dimensional vector is generated and the $A(D)=A_{mn}$ is defined. At this time, the protocol features are digitized, where $A_{mn}$ is in the form of 0-1 matrix.

The algorithm idea of protocol data frame vector quantification algorithm VPF is described as follows:

**Tab. 1 VPF algorithm ideas**

| Input: Bit stream protocol data to be grouped by $M = \{M_1, M_2, \ldots, M_n\}$, Compound feature set $F_x = \{F_{x_1} \# L_1, F_{x_2} \# L_2, F_{x_3} \# L_3, \ldots, F_{x_n} \# L_n\}$ in Protocol feature Library; |
| Output: Numerical two-dimensional matrix $A_{mn}$; |
| 1. Count the number of all feature sequences in the feature set of various types of protocols in the statistical protocol feature library, and denoted as $\text{count}$; |
| 2. Select a data frame in the bitstream protocol dataset $M_i$; |
| 3. Definition vector $\text{Vector}[\text{count}]$, All elements are initialized to 0; |
| For each element in the composite feature set $F_X = \{F_{x_1} \# L_1, F_{x_2} \# L_2, F_{x_3} \# L_3, \ldots, F_{x_n} \# L_n\}$, if the feature sequence appears in the corresponding position then $\text{Vector}[L_i] = 1$, otherwise $\text{Vector}[L_i] = 0$; |
| That records all bit stream data. $\text{Vector}[\text{count}]$, Each data frame is represented by a set of 0-1 vectors $M_i = \{x_{i_1}, x_{i_2}, \ldots, x_{i_n}\}$. |
| 6. Read in each bit stream data, generate a two-dimensional numerical matrix $A_{mn}$ and output. |

Assuming that there are five features in the protocol feature library, A, B, C, D, E, and a data frame is compared with the protocol feature library, it is found that there are three features of A, C and D, then the data frame generates a vector $\{1, 0, 1, 1, 0\}$. N data
frames can generate a two-dimensional 0-1 matrix of N*5. Fig. 2 is a partial figure of a two-dimensional matrix generated by 1439 pieces of data. In order to distinguish the data features, no operation is done when the feature comparison result is 0, and the column information of the feature is added when the comparison result is 1. For example, the vector of the above frame can eventually be represented as \{11,0,31,41,0\}.

![Two-dimensional matrix partial data](image)

### 3.2 Dimension reduction algorithm

Dimension reduction is a preprocessing method when the data structure is complex and consists of a large number of dimensions. Dimension reduction preserves some important features of high latitude data, and completes the recognition and elimination of unrelated and unimportant variables, so as to achieve the purpose of effective data mining. In practical research and application, dimension reduction is helpful to improve the performance of data mining methods and reduce information variables, while saving us a lot of time and cost. The main advantage of dimension reduction operation in data mining is that it improves the accuracy of data set classification and clustering, improves the computational efficiency and better data visualization.

PCA is a linear dimension reduction method, which can generate a linear combination of original features and can project raw data on a reduced space. The main idea of PCA algorithm is to map n-dimensional features to k-dimensions. K is reconstructed on the basis of the original features of the data, is a new orthogonal feature, and is also known as the principal component.

**Description of the idea of PCA algorithm:**

<table>
<thead>
<tr>
<th>Tab. 2 PCA Algorithm Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input</strong></td>
</tr>
<tr>
<td><strong>Output</strong></td>
</tr>
<tr>
<td>1.</td>
</tr>
<tr>
<td>2.</td>
</tr>
<tr>
<td>3.</td>
</tr>
</tbody>
</table>
5. The corresponding k eigenvectors are used as row vectors to form a new eigenvector matrix P.

When the projection data is built into a new space constructed by k eigenvectors, Y = PX is the data after dimension reduction to k dimension, thus achieving the purpose of dimension reduction.

The following introduces the formulas that need to be used in several algorithm ideas:

**Formula 1 sample mean**

\[ \bar{X} = \frac{1}{n} \sum_{i=1}^{n} X_i \]  

**Formula 2 variance**

\[ var \left[ X_i \right] = \frac{1}{n-1} \sum_{i=1}^{n} (X_i - \bar{X}) (X_i - \bar{X}) \]  

**Formula 3 covariance**

\[ cov(X,Y) = \frac{1}{n-1} \sum_{i=1}^{n} (X_i - \bar{X})(Y_i - \bar{Y}) \]  

The generated data with protocol feature column information is used as input, and some of the data is shown in Fig. 3 after dimension reduction by PCA algorithm.

![Partial figure of PCA dimensionality reduction result](image)

Fig. 3 Partial figure of PCA dimensionality reduction result

### 3.3 Clique to Protocol Feature Vectorization (CPFV) algorithm

At present, there are many mature clustering algorithms [16]. This paper mainly studies the Clique algorithm based on density. The algorithm is widely used in experiments because it does not need to know the category of sample data in advance, so it belongs to unsupervised learning algorithm. Even if some sample data lack some information, it can still complete the clustering work. The data frames of the same type of bit stream protocol are divided into the same class cluster by clustering, and the effect that the data frame features in the same class cluster are similar to each other and different from the data frame features in other clusters is achieved.

Clique algorithm [17] also has an inherent advantage in using the concept of subspace to cluster, that is, the clustering formed by it does not necessarily exist in the full-dimensional space, but can exist in a subspace in the original full-dimensional space [18].
A property exploited by Clique: If a k-dimensional element is dense, then its projection in (k-1) dimensional space is also dense. That is to say, given a k-dimensional candidate dense cell, if we check its (k-1) dimensional projection cell and find that any one is not dense, then we know that the k dimensional cell is not dense. Therefore, we can infer the potential or candidate intensive units from the discovered intensive units in (k-1) dimensional space. (Similar to Apriori nature).

In the present section, the bit stream protocol message data frame acquisition can be first matched on the basis of the constructed protocol feature library to represent one or more composite features of the bit stream protocol type, and the bit stream composite feature set is used as a clustering attribute. Then the bit stream data frames are clustered, the different data sets are separated, and a group of data frames with similar protocol types can be obtained. But it is necessary to specify the step size of the mesh when the Clique algorithm is adopted, that is, how many dimensions are finally generated. The selection of the step size directly affects the effect of the cluster. If the step size is too large, a large amount of memory space will be wasted. If the step size selection is too small, a large amount of data will be lost. So the selection of the step size is sometimes difficult. However, it is sometimes impossible to obtain a step value that needs to be set in advance, and the result of the cluster may be directly affected once the initial step value selection is not appropriate. So this paper has made some improvements to the Clique algorithm for the research of bit stream protocol data.

The basic principle of the Clique to Protocol Feature Vectorization (CPFV) algorithm: Enter the result data $Data = \{x_1, x_2, x_3, ..., x_n\}$ after PCA dimension reduction. The algorithm first identifies the dense subspace with clustering. That is, it first traverses all the data to determine the dense unit in one dimensional case, and then the k dimensional candidate dense cell can be obtained from the k1 dimensional dense cell by using the candidate set generation algorithm. The algorithm terminates when no new candidate set generated. Next, the recognition clustering is carried out, and the depth-first algorithm is used to find the clustering algorithm in the space, and then a minimized description is generated for each cluster. Finally, the generated clustering information is processed and converted into protocol information. In the process of conversion to the protocol, we need to compare the protocol library to vector the protocol, and the converted protocol by this method will not have a large deviation in the original protocol, thus avoiding noise interference. Moreover, it can generate high dimensional data dynamically, which solves the disadvantage of fixed step size of traditional Clique algorithm. The algorithm flow is shown in the Fig. 4:

![Fig. 4 improved Clique algorithm flow chart](image-url)
The input of the CPFV is a two-dimensional dataset after dimension reduction, and the output is a protocol format with protocol characteristics. A total of 1439 pieces of data were used for the test, but only 243 coordinate points were shown in the clustering diagram, because when different data frames were compared with the protocol feature library, the 0-1 vector would appear the same situation, and the coordinate points would coincide in the dimensionality reduction, but it would not affect the accuracy and recall rate of the test clustering.

The CPFV algorithm idea description:

**Tab. 3 Improve the idea of Clique algorithm**

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bit stream protocol data set (X_{mn});</td>
<td>Sample set after dimension reduction (Y);</td>
</tr>
</tbody>
</table>

1. \(D = \{D_1, D_2, D_3, \ldots, D_n\}\), and calculated the density of each grid. According to the given threshold \(\omega\),

\[
dense(D_i) > \omega?1 \colon i = 1, 2, 3, \ldots, n, \text{ and}
\]

\[
State(i) = "unprocessed", i = 1, 2, \ldots n \;;
\]

2. Traverse all the grids and determine whether the current grid \(D_i\) has "unprocessed". If not, the next grid is processed, otherwise the following Step 3-

3. Step 10 processing is performed until all grid processing is complete. Transfer Step 11;

4. Change the grid mark to processed. If the grid \(D_i\) is not dense, switch to Step 2;

5. If the dense grid \(D_i\) is given a new cluster tag, a queue is created and the dense grid \(D_i\) is placed in the queue.

6. Determine whether the queue is empty, if empty, transfer to the next grid \(D_{i+1}\), or Step 2; otherwise, do the following:

7. Take out the grid elements at the head of the team and check for all adjacent "unprocessed " of the grid:

\[
State(D_i) = "processed";
\]

8. If \(dense(D_i) = 1\), the current cluster mark is given to the adjacent grid, then the current cluster mark is added into the queue and the Step 5 is carried out; otherwise, the Step 6 is carried out;

9. At the end of the inspection of the density connected region, the dense grid with the same mark forms the density connected region, that is, the target cluster.

10. Modify the cluster tag, look for the next cluster, and turn to Step 2;

11. The whole data set is traversed, and the data element is marked as the grid cluster mark value in which the data element is located;
The data set after the Step 11 is upgraded is counted and converted into a single protocol;

Binary conversion of data $B_i = \{x_{i1}, x_{i2}, \ldots, x_{il}\}$;

the converted protocol $B_i$ is compared with the protocol library to generate a new protocol $Y_{ni}$.

### 4. EXPERIMENTAL RESULTS AND COMPARISON

The experimental environment of this paper is Windows 7 system. The programming language is C# and the experimental platform is Visual Studio 2015. The 80000 known data used in this paper are from the data obtained by Wireshark packet capturing tool, among which 1029 unknown protocols are from the unknown protocol data of public network. In this paper, the experimental data is divided into 8 groups, each group has 10000 pieces of data. We classify and identify each group of data, and make records. In this paper, the dimension $k = 2$, threshold $\omega = 0.75$. Each experiment took about 8 hours. Tab. 4 is our experimental data set in TXT format, 80% for training and 20% for testing.

<table>
<thead>
<tr>
<th>Protocol type</th>
<th>Total number of data frames (Pieces)</th>
<th>Total data frame size (KB)</th>
<th>Protocol type</th>
<th>Total number of data frames (Pieces)</th>
<th>Total data frame size (KB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HTTP-like</td>
<td>10000</td>
<td>31838</td>
<td>LLMNR-like</td>
<td>10000</td>
<td>4146</td>
</tr>
<tr>
<td>ICMP-like</td>
<td>10000</td>
<td>2908</td>
<td>SSDP-like</td>
<td>10000</td>
<td>5853</td>
</tr>
<tr>
<td>ARP-like</td>
<td>10000</td>
<td>2204</td>
<td>TCP-like</td>
<td>10000</td>
<td>10455</td>
</tr>
<tr>
<td>DNS-like</td>
<td>10000</td>
<td>3825</td>
<td>UDP-like</td>
<td>10000</td>
<td>13931</td>
</tr>
</tbody>
</table>

The following figure shows the protocol recognition diagram, which is the final result diagram of the protocol recognition of the captured unknown bit stream protocol with the LLMNR, ICMP, SSDP, UDP protocol after the new protocol is added to the protocol library. Through the graph, we find that for the unknown protocol, the effect of the original protocol is poor, and the protocol can’t be distinguished. Through the protocol format generated by this method, the recognition rate of the protocol has been significantly improved.

![Fig. 5 Protocol identification diagram](image)

Fig. 6 is the experimental test results of recognition rate and recall rate of LLMNR-like protocol, ICMP-like protocol, SSDP-like protocol and UDP-like protocol. We find that the average accuracy of ICMP-like protocol is 81%, the average recall rate is 73%, and the average accuracy of other protocols is above 70%. The F1 value of all data is greater than 0.34.
In order to make the experimental comparison more accurate, we introduce the comparison experiment of BIRCH protocol recognition, as shown in Fig. 7, the accuracy and recall rate of the CPFV algorithm are compared with those of the traditional Clique algorithm and BIRCH algorithm. Because the steps of the traditional Clique algorithm are tedious, and many steps are used approximate algorithms, the accuracy of the clustering results is high and low. So its stability is not good. From the graphs, we can see that for each bit flow protocol, the accuracy and recall rate of the CPFV algorithm are higher than those of the traditional Clique algorithm and BIRCH algorithm, and the CPFV algorithm is superior to the traditional Clique algorithm and BIRCH algorithm in terms of accuracy and stability. Therefore, the CPFV method proposed in this paper can accurately cluster the data frames according to the composite features.

5. CONCLUSIONS

In this paper, the limitation of the current bit stream protocol data analysis is analyzed, and a bit stream protocol analysis and identification method is proposed. For the discriminant unrecognized protocol, the VPF vector operation of the protocol feature is carried out on the basis of the constructed protocol feature library. Next, the vector matrix is reduced by PCA. The bit stream data frames are then clustered and a set of data frames with similar protocol types can be obtained. By CPFV algorithm clustering, the same type of bit stream protocol data frames is divided into the same cluster. The data frame characteristics in the same cluster are similar to each other, and the effect of different data frame characteristics in other clusters is different. And finally, the clustering effect of the CPFV algorithm is evaluated by using the accuracy rate, the recall rate and the F1 value. In contrast to the
accuracy of the traditional Clique algorithm and the BIRCH algorithm, we find that the CPFV algorithm is superior to the traditional Clique algorithm and the BIRCH algorithm in terms of accuracy or stability. The CPFV algorithm is higher than the traditional Clique algorithm by about 20% in accuracy, and the stability is higher than that of the traditional Clique algorithm by about 15%.
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