Abstract—Along with the development of mobile wireless communication technologies, many devices are equipped with more than one network interfaces (4G/5G, Wi-Fi, Bluetooth, etc.). To aggregate the idle bandwidth of different network interfaces, Multipath Transmission Control Protocols (MPTCP) are standardized by the Internet Engineering Task Force (IETF). MPTCP can establish sub-flows through different network interfaces in one connection and improve the transmission efficiency by transmitting data concurrently. However, there are still two problems for MPTCP to work in the mobile wireless network: 1) Unawareness to the network changes; 2) No consideration of energy consumption. To address these two issues, we propose the Q-Learning based and Energy-aware Multipath Congestion Control (QE-MCC) scheme in this paper. Firstly, the stability and trend parameters are introduced to formulate the system state. Then, an energy-aware transmission utility model is presented to evaluate the effects of congestion control. Finally, the Q-Learning based congestion control algorithms are designed to improve transmission efficiency. The simulation results show that QE-MCC performs better on throughput, delay and, energy consumption compared with standard and similar solutions.

Index Terms—Q-Learning, Energy, MPTCP, Congestion control, Mobile wireless networks

I. INTRODUCTION

Recently, the fast-developing wireless networks enables various mobile services (self-driving, AR/VR, online game, and video conference, etc.)[1]. These services not only facilitate our life, but also bring challenges to the network transmission. On the one hand, different services produce massive data which need to be transmitted under strict throughput and delay constraint. On the other hand, the dynamic topology in mobile wireless networks improves the possibility of link error. Thus, how to improve the transmission efficiency in wireless mobile network is a research hotspot[2], [3].

The Internet Engineering Task Force (IETF) standards Multipath Transmission Control Protocols (MPTCP) in RFC8684[4], [5], [6] which is a potential solution to mobile wireless transmission. As shown in fig. 1, the MPTCP sender can set up sub-flows through different network interfaces. By transmitting data concurrently, MPTCP can utilize the idle bandwidth of different networks and get higher throughput. Besides, MPTCP performs more robust than single path protocol for the reason that sender can transfer the traffic from the congested sub-flow to the healthy ones. The above advantages make MPTCP increasingly used in mobile network transmission scenarios[7], [8], [9]. However, the standard still falls short in two ways:

1) Unawareness to the network changes. MPTCP cannot effectively perceive the state of transmission and has no knowledge of the network changes. Thus the congestion control actions are usually inefficient and delayed. 2) No consideration of energy consumption. The mobile devices are usually energy-limited. The huge energy consumption caused by multipath transmission is unfriendly to the users.

Many researcher proposed different solution to the above problems. [10] focused on the multipath videos transmission in mobile wireless network. An analytical framework was firstly designed to characterize the delay-constrained energy-quality trade-off in transmission. Then, a multipath allocation algorithm named DEAM was introduced to minimize the energy consumption while achieving the video transmission quality. However, DEAM has insufficient perception of the network condition. [11] proposed a learning-based multipath transmission control approach for heterogeneous networks which can observe the environment and adjust the congestion windows to fit different network situations. However, this solution do not consider the energy consumption and changing trend of the network. Our team previously also did a lot of works on multipath transmission optimization [12], [13], [14], [15].

However, there is still no intelligent solution that can solve the above two problems at the same time. Thus, we propose Q-learning based and Energy-aware Multipath Congestion Control (QE-MCC) scheme in this paper to improve MPTCP performance in the mobile wireless networks. QE-MCC works
in the transport layer and can help the sender find the Best congestion strategies for complex and dynamic networks by considering the transmission efficiency and energy consumption concurrently. The contributions of this paper can be summarized as:

- Give a comprehensive formulation to the multipath transmission system in the mobile wireless networks.
- Design a Fuzzy C-Means based clustering algorithm to simplify the high-dimensional state space.
- Propose an Energy-aware Transmission Utility Model to quantify the congestion control effect.
- Develop a Q-learning based two-layer multipath congestion control algorithm which can find the optimal actions to the dynamic and energy-limited system.
- Implement the QE-MCC in the Network Simulator 3 (NS-3) and prove that QE-MCC can get better performance on throughput, delay, and energy-saving compared with standard and similar solutions.

The remainder of this paper is organized as follows. Section II presents the related works. Section III gives a brief introduction to the QE-MCC systems. The detailed QE-MCC algorithms are shown in section IV. Section V displays the performance evaluation. Conclusion ans future works are discussed in section VI.

II. RELATED WORKS

This section presents the relate works which can be classified as three subsection: 1) Multipath Transmission Control Protocols; 2) MPTCP in Mobile Wireless network; 3) Intelligent Algorithms for MPTCP.

A. Multipath Transmission Control Protocols

MPTCP is an extension of single-path Transmission Control Protocols (TCP) which introduces a MPTCP layer to the transport layer. As shown in fig. 2, the transport layer can be logically divided as connection level and sub-flow level. The data flow from the application layer will firstly be handled in the connection level where the data will segmented and numbered with Data Sequence Number (DSN). Then, these segments will be allocated to different TCP sub-flows where a Sub-flow Sequence Number (SSN) will be mapped to each segments. Finally, these segments will be transmitted by different sub-flows concurrently and independently. When these segments arriving at the receiver, the Acknowledgment (ACK) which contains the DSNs and SSNs of received segments will be fed back to the sender through the sub-flow where these segments come from. The SSNs are used to acknowledge receiving in sub-flow level while the DSNs are used to acknowledge receiving in connection level.

The congestion algorithms of MPTCP determines the transmission rate of different sub-flows and speed of recovery from congestion. The standard congestion algorithms of MPTCP are designed based on window-oriented congestion control mechanism. The most representative one is the Additive Increase Multiplicative Decrease (AIMD) which can be summarized as:

- Each ACK on sub-flow \( r \), \( cwnd_r \leftarrow cwnd_r + \frac{1}{cwnd_r} \).
- Each congestion signal on sub-flow \( r \), \( cwnd_r \leftarrow cwnd_r/2 \).

The parameters \( I_r \) and \( D_r \) are separately the increase and decrease factor. \( I_r \) determines the \( cwnd \) increase scale when segments successfully transmitted. \( D_r \) determines the cwnd decrease scale when congestion signals (time-out, three dup Acks, etc.) are detected.\( cwnd_r \) is the congestion window of sub-flow \( r \).

RFC6356 [16] gives the design goals of multipath congestion control algorithms: 1) The throughput of MPTCP should be higher than the single path protocols or at least be equal; 2) MPTCP should not take more resource than the competed single flow; 3) MPTCP should move traffic off the congested sub-flow to the Balance congestion. Based on above design goals, the default MPTCP congestion control algorithm LIA is formulated as:

- Each congestion on sub-flow \( r \), \( cwnd_r \leftarrow cwnd_r + \min(\frac{cwnd_r}{cwnd_{total}}, \frac{1}{cwnd_r}) \).
- Each congestion signal on sub-flow \( r \), \( cwnd_r \leftarrow cwnd_r/2 \).

The parameter \( \alpha \) is the aggressiveness factor which can be calculated by \( \alpha = \frac{cwnd_{total}}{\sum_i cwnd_i / \tau_i} \), \( cwnd_{total} \) is the sum of sub-flow congestion window, which can be calculated by \( cwnd_{total} = \sum_r cwnd_r \). The increase and decrease factor of LIA are separately \( I_r = \min(\alpha cwnd_r / cwnd_{total}, 1) \) and \( D_r = cwnd_r/2 \).

B. MPTCP in Mobile Wireless networks

To improve the performance of MPTCP in mobile wireless networks, many solutions have been proposed. In [17], a restricted offloading scheme was proposed to enhance the MPTCP throughput by aggregating the fifth generation (5G) new radio (NR) and LTE bandwidth. In [18], the authors firstly developed a comprehensive approach to assess the the performance of long-lived MPTCP flows. Then, a multipath congestion control algorithm was designed based on a parallel queueing model to improve the performance of MPTCP over
Cellular and WiFi networks. Lee ea al. [19] proposed a delay-equalized scheme which can respond quickly to the link state changes and achieve low end to end transmission delay by minimizing the additional reordering delay. The authors of [20] presented a receiver adaptive incremental delay algorithm named RAID to improve the MPTCP performance in high-speed mobile scenario. RAID can aggregate bandwidth for heterogeneous networks independent of accurate network quality estimation. Xue et al. [21] tried to solve the out-of-order problem in multipath transmission and proposed a new scheduling algorithm which can estimate the data amount sent on different sub-flow based on maximum likelihood model. However, the above solution can not solve the network state perception and energy problems at the same time.

C. Intelligent Algorithms for MPTCP

In recent years, the Artificial Intelligence (AI) technologies are applied to the multipath transmission control and many solutions are given. Xu et al. [22] proposed a deep reinforcement learning (DRL)-based control framework to make MPTCP learn the best scheduling strategies based on its own experiences. The proposed solution utilizes a flexible recurrent neural network to learn a representation for all active flows and dealing with their dynamics. The authors of [23] designed a Q-learning framework to improve the MPTCP energy efficiency in a resource-shared wireless network considering the influence of observed interface capacity and other competitors’ decision. In the [24], a Reinforcement Learning based Scheduler for MPTCP was proposed which can generate the control policy for packet scheduling and balance the traffic over multiple sub-flows. [25] introduced a Deep Q Network (DQN) framework to improve MPTCP performance in the asymmetric path which can get the information of each sub-flow and adaptively choose the most suitable sub-flow for transmission. In the [26], Mai et al. focused on the MPTCP optimization in low earth orbit (LEO) satellites networks and employed the deep deterministic policy gradient to find the optimal congestion control strategies for dynamic underlying networks. However, the above solutions lacks the accurate state definition to the performance and changing trends of transmission system.

Thus, we designed an intelligent multipath congestion control algorithm for MPTCP which can effectively estimate the stability and trend parameters of transmission system and decrease the energy consumption by moving traffic to low-power sub-flows.

III. System Design

The system design of QE-MCC is shown in the fig. 3. The yellow arrows, slid black arrows and dotted arrows in the fig. 3 separately denote the data, control and inside flows. The data flow start at the sever. The MPTCP sender allocates the data to different sub-flows and transmit them concurrently. Transmitted through the mobile wireless network, the data flow arrive at the receiver buffer and end at the specified mobile device. The rounded rectangles denote the proposed modules. From the figure, we can know that QE-MCC contains two layer: Offline training and Online Learning.

The offline training layer contains three modules: Prior Knowledge, Sample Space, and Offline Q-table. The prior knowledge module provide the initial congestion control rules and the samples got under those rules. The Sample Space module is used to store the samples provide by the Prior Knowledge Prior Knowledge and Online Learning layer. The Offline Q-Table module records the congestion rules and is updated by replaying the samples.
The online learning layer contains four modules: Online Q-Table, System State Formulation, Action and Energy-aware Transmission Utility Model. The Online Q-Table module will periodically update its congestion based on the Offline Q-Table. The System State Formulation module formulate the system state based on the stability and trend parameters and simplify the higher dimensional state through the FCM based Clustering Algorithm. The Action module quantifies the cwnd adjustment with the multiplication and addition factors. The Energy-aware Transmission Utility Model evaluate the reward of congestion control actions.

The control flow can be summered as: 1) the offline training layer continuously update the congestion rules; 2) periodically transmit the congestion rules to the online learning layer; 3) find the optimal actions to current system state following the congestion rules; 4) adjust the cwnd accordingly and calculate the reward when receiving new ACKs; 5) record the congestion control logs and feed them back to the offline training layer for further training.

IV. QE-MCC ALGORITHMS

In this section, the QE-MCC Algorithms are detailed which includes: System State Formulation, Energy-aware Transmission Utility Model and Q-Learning based Multipath Congestion Control algorithms.

A. System State Formulation

In order to formulate the states of the multipath transmission system accurately and comprehensively, the calculation process of stability and trend parameters are introduced in this subsection. The stability parameters quantify the performance of a sub-flow in current evaluation period. The trend parameters reflects the changes between different evaluation periods.

Considering a multipath connection with \( r \) sub-flows, the sub-flow set can be indicated as \( R = \{1, 2, \ldots, r\} \). During the transmission, the sender can continuous receiving ACKs from different sub-flows in the connection level. The time between receiving these two ACKs can be defined as one evaluation period. For each sub-flow, the stability and trend parameters are maintained independently. When receiving an Acknowledged (ACK) segment in the connection level, the sender will firstly check the sub-flow number that the ACK comes from, and then update the stability and trend parameters of that sub-flow.

The stability parameters of sub-flow \( r \) can be summarized as: \( cwnd_{t,r} \), \( RTT_{t,r} \), and \( BW_{t,r} \). \( cwnd_{t,r} \) is the congestion window of sub-flow \( r \), which is determined by the congestion control algorithm. \( RTT_{t,r} \) is Round Trip Time (RTT) of sub-flow \( r \) which can be calculated by timestamp. When sending the segments, the sender will attach the local time to the TCP head as the timestamp option. When receiving the segments, the receiver will read the timestamp option and get it back to the sender with the ACKs. Thus, the sender can get the sending time of the acknowledged segments. By varying the current system time from the sending time, one RTT sample can be gotten. \( BW_{t} \) is the bandwidth of sub-flow \( r \), which can be calculated as following:

\[
BW_{t} = \frac{Data_{ACK}}{RTT_{t,r}}.\tag{1}
\]

\( Data_{ACK} \) is amount of data acknowledged by one ACK. \( RTT_{t,r} \) is the sampled RTT calculated by the timestamp in that ACK.

The trend parameters of sub-flow \( r \) can be summarized as: \( \omega_{t} \), \( \tau_{t} \) and, \( \beta_{t} \). \( \omega_{r} \) is the window parameter, which is defined as:

\[
\omega_{r} = \frac{cwnd_{t+1,r}}{cwnd_{t,r}}.\tag{2}
\]

\( cwnd_{a,r} \) denotes the congestion window size of sub-flow \( r \) in \( a \)th evaluation periods. \( \omega_{r} \) can reflect the changing trend of congestion window. \( \tau_{r} \) is the transmission delay parameter, which is defined as:

\[
\tau_{r} = \frac{RTT_{t+1,r}}{RTT_{t,r}}.\tag{3}
\]

\( RTT_{a,r} \) denotes the round trip time of sub-flow \( r \) in \( a \)th evaluation periods. \( \tau_{a,r} \) can reflect the changing trend of transmission delay. \( \beta_{r} \) is the bandwidth parameter, which is defined as:

\[
\beta_{r} = \frac{BW_{t+1,r}}{BW_{t,r}}.\tag{4}
\]

\( BW_{a,r} \) denotes the calculated bandwidth of sub-flow \( r \) in \( a \)th evaluation periods. \( \beta_{r} \) can reflect the changing trend of bandwidth.

Based on the above definition, the state of sub-flow can be represented as: \( s_{r} = \{cwnd_{r}, RTT_{r}, BW_{r}, \omega_{r}, \tau_{r}, \beta_{r}\} \). The state of the MPTCP connection can be summarized as: \( s = \{s_{1}, s_{2}, \ldots, s_{r}\} \). From the definition, we can know the dimension of \( s \) will increase with number of sub-flow. However, in the q-learning algorithm, a high-dimensional state space can make the Q-table verbose and increase training costs. Thus, a Fuzzy C-Means (FCM) based clustering algorithm is proposed to simplify the state space.

The objective function of FCM algorithm can be defined as:

\[
J_{m}(U,V) = \sum_{i=1}^{c} \sum_{j=1}^{n} u_{ij}^{m} d_{ij}^{2}, \tag{5}
\]

where matrix \( U \) is the result of the classification, and matrix \( V \) is the combination of center vector \( v \). \( c \) is the number of clustering center, and \( n \) is the number of state point. \( m \) is the fuzzy weighted index and describes degree of fuzziness. \( u_{ij} \) represents the membership value, the membership degree of state \( j \) to class \( i \). The value of \( u_{ij} \) need to meet the following constraint:

\[
\sum_{i=1}^{c} u_{ij} = 1. \tag{6}
\]

\( d_{ij} \) is the distance between point \( j \) and center point \( i \) under Euclidean distance. The meaning of the objective function \( J \) can be understood as the sum of the distances from each point to each cluster center.
Correspond the cluster centers to the simplified states; find the corresponding number \( s \) of state \( s \) according to Eq. (8); the membership \( u_{ij} \) can be calculated by:

\[
F = \sum_{i=1}^{c} \sum_{j=1}^{n} u_{ij} m_{ij}^2 + \sum_{j=1}^{n} \lambda_j \left( \sum_{i=1}^{c} u_{ij} - 1 \right),
\]

(7)

where \( \lambda \) is the restriction factor. By taking the derivative, the membership \( u_{ij} \) and center vector \( v \) can be calculated by following two equations:

\[
u_{ij} = \left( \sum_{k=1}^{c} \frac{d_{ij}}{d_{kij}} \right)^{-1}, \quad \sum_{j=1}^{n} x_j u_{ij}^m = \sum_{j=1}^{n} x_j u_{ij}, \quad v_i = \sum_{j=1}^{n} \frac{u_{ij}}{u_{ij}}.
\]

(8)

Based on the above analysis, FCM based state clustering process is detailed in Algorithm 1.

**Algorithm 1: FCM based State Clustering**

1. **Input:** State samples set \( S \), Sample size \( n \), Number of clustering center \( c \), Convergence criterion \( \sigma \).
2. **Output:** Membership \( u_{ij} \), Center vector \( v \), Clustered state.
3. **Initialization:** Initialize the center matrix \( V(0) \), \( k = 0 \).
4. **while** \( \| V(k+1) - V(k) \| > \sigma \) **do**
5. \( k = k + 1; \)
6. Compute the \( u_{ij}^{(k)} \) according to Eq. (8);
7. Update the \( U^{(k)} \) based on the calculated \( u_{ij}^{(k)} \);
8. Compute the \( v_{i}^{(k+1)} \) according to Eq. (9);
9. Update the \( V^{(k+1)} \) based on the calculated \( v_{i}^{(k+1)} \);
10. Get the final \( U \) and \( V \);
11. Let \( \{ 1, 2, \ldots, c \} \) denote the simplified state set;
12. Correspond the cluster centers to the simplified states;
13. **for** each \( s \in S \) **do**
14. Get the membership \( u \) of state \( s \) to each center vector \( v \) based on the final \( U \) and \( V \);
15. Select the center vector \( v \) with maximal membership \( u \);
16. Find the corresponding number \( c \) of the selected center vector \( v \);
17. Simplify the high-dimensional state \( s \) to one-dimensional state \( c \).

The final goal of clustering is the smallest similarity within the class and the largest similarity between the classes. Thus, the clustering process is to minimize the objective function \( J \) under the constraint Eq(6). The constrained extremum problem can be solved by the Lagrange multiplier method. The Lagrange function can be constructed as follows:

\[
F = \sum_{i=1}^{c} \sum_{j=1}^{n} u_{ij} m_{ij}^2 + \sum_{j=1}^{n} \lambda_j \left( \sum_{i=1}^{c} u_{ij} - 1 \right),
\]

where \( \lambda \) is the restriction factor. By taking the derivative, the membership \( u_{ij} \) and center vector \( v \) can be calculated by the conventional max-min fairness that will try achieve the min.

\[
u_{ij} = \left( \sum_{k=1}^{c} \frac{d_{ij}}{d_{kij}} \right)^{-1},
\]

(8)

\[
u_i = \sum_{j=1}^{n} \frac{x_j u_{ij}^m}{\sum_{j=1}^{n} u_{ij}}.
\]

(9)

Based on the above analysis, FCM based state clustering process is detailed in Algorithm 1.

The high-dimensional state \( s \) can be mapped to a one-dimensional state \( \hat{s} \in \{ 1, 2, 3, \ldots, c \} \) according to the Algorithm 1. The size of Q-table size and the training cost will be reduced which is friendly to the resource-constrained mobile wireless networks.

**B. Energy-aware Transmission Utility Model**

To evaluate control effect of QE-MCC algorithms, an energy-aware transmission utility model is proposed in this subsection which can be formulated as:

\[
O = U_a(B_R) - \delta U_b(T_R) - \zeta E_R.
\]

(10)

\( B_R \) is the total bandwidth of MPTCP connection, and can be calculated by:

\[
B_R = \sum_{r \in R} BW_r.
\]

(11)

\( T_R \) is the sum of sub-flow round trip time which can be calculated by:

\[
T_R = \sum_{r \in R} RTT_r.
\]

(12)

\( E_R \) is total energy consumption which can be calculated by:

\[
E_R = \sum_{r \in R} e_r \cdot c_{wmd_r}.
\]

(13)

where \( e_r \) is the energy factor of sub-flow \( r \) and denotes the amount of power used to transmit one bit of data. The parameters \( \delta \) and \( \zeta \) in Eq.(10) are the factors of relative importance which are used to balance the proportion of different parameters. The parameters \( \alpha \) and \( \beta \) in Eq.(10) express the fairness-vs.-efficiency tradeoffs. The \( U_x(y) \) in Eq.(10) is defined according to [27]:

\[
U_p(q) = \begin{cases} \frac{q^{1-p}}{1-p}, & \text{if } p > 0 \text{ and } p \neq 0 \\ \log q, & \text{if } p = 1, \end{cases}
\]

(14)

where \( p \) is the fairness factor and \( q \) is the evaluated variate. \( p = 0 \) indicates no fairness and the value of \( q \) will be maximized. \( p = 1 \) indicates the proportional fairness that the competitors will be treated equally in proportional. \( p \rightarrow \infty \) indicates the conventional max-min fairness that tends to keep all competitors at the same level.

that tends to divide the bandwidth of a bottleneck link equally among flows, which is exactly the optimization objective of the conventional max-min fairness that will try achieve the min.

The proposed transmission utility model quantify the effect of congestion control and can be used as the reward of q-learning algorithms.

**C. Q-Learning based Multipath Congestion Control**

The Q-learning model for MPTCP congestion control is firstly introduced in this subsection. Then a two-layer learning algorithm is designed to improve congestion control efficiency.

To formulate the multipath transmission congestion control process with an Q-learning model, the key elements (agent, state, action, reward and policy) must be defined firstly.

**Agent:** The agent plays the role to learn and make decisions. In multipath congestion control, let the transmission controller be the agent \( A \), which has \( r \) sub-flows. Each evaluation period defined in subsection IV.A can be seen as a time slot \( t \).
State: The states are the quantitative expressions of the environment which must be discrete and finite. Based on the analysis in subsection IV.A, the high-dimensional state \( s = \{ s_1, s_2, \ldots, s_r \} \) can be simplified to a one-dimensional state \( s \in \{ 1, 2, 3, \ldots, c \} \).

Action: The actions in the Q-learning model can be seen as the agent reactions to the observed state. To be compatible with the default LIA algorithm, the actions for QE-MCC is also designed based on cwnd. In each time slot, the cwnd adjustments which can be formulated as:

\[
cwnd_{t+1} = \phi \cdot cwnd_{t} + \varphi,
\]

where \( \phi \) is the multiplication factor and \( \varphi \) is the addition factor. According to the definition, the action for sub-flow \( r \) can be denoted as: \( a_r = (\phi_r, \varphi_r) \). The action for the MPTCP connection can be denoted as:

\[
a = (a_1, a_2, a_3, \ldots, a_r).
\]

Reward: The reward can be seen as the effect of taking an action in a given state which is related to the final goals. The reward in Q-learning model must be non-aftereffect which means it only depends on the current state and action, and is independent of previous states and actions. In QE-MCC, the reward \( r \) is defined based on the energy-aware transmission utility model proposed in subsection IV.B. By setting the \( p = 1 \), the Eq.(14) can be denoted as: \( \log q \). According to the Eq.10, the reward of QE-MCC can be denoted as:

\[
r = \log(B_R) - \delta \log(T_R) - \zeta \log(E_R).
\]

Policy: The policy \( \pi \) is the rules set of how to select the action in each state which directly influences the learning results. As the objective of QE-MCC is to maximize the discounted rewards, \( \pi \) is defined as \( \varepsilon \)-greedy. Under this policy, agent will randomly select actions with \( \varepsilon \) probability and select actions following the greedy rules with \( 1 - \varepsilon \) probability.

![Fig. 4. The two-layer Q-learning framework](image)

Based on the above definitions, a Two-Layer Q-learning (TLQ) framework is displayed in fig.4. The multipath congestion control contains two processes: the offline training and online learning.

In the offline training layer, LIA algorithm is selected as the prior knowledge to avoid making bad decisions at the beginning. Based on the prior knowledge, prior samples \( (s, a, r, s') \) can be produced, where \( s' \) is the latest state after taking action \( a \) in state \( s \). In the replay buffer, the samples will be analyzed. Q-learning algorithms usage the Q-table to record the \( Q(s, a) \) for each state and action. When new sample is replayed, the offline Q-table will be updated as following:

\[
Q(s, a) \leftarrow Q(s, a) + \theta [r + \omega Q(s', a') - Q(s, a)].
\]

where \( Q(s, a) \) is estimated reward of taking action \( a \) in state \( s \). \( \omega \) is the action that can get maximal reward in the next state \( s' \). \( \theta \in (0, 1) \) is the learning rate and \( \omega \in (0, 1) \) is the discount rate. The closer \( \theta \) gets to 1, the learning algorithm puts more emphasis on new knowledge instead of previous training. The closer \( \omega \) gets to 1, the learning algorithm puts more emphasis on future rewards. Periodically, the values in the offline Q-table will be transmitted to the online Q-table. The update period can be defined as \( M \).

In the online learning layer, the MPTCP sender will collect the parameters formulate in subsection IV.A and determine the state of current system. Then, the optimal action can be selected based on the online Q-table following the \( \varepsilon \)-greedy policy. After adjusting the cwnd according to the selected action, reward will be got when new ACK are received. Then the collected parameters will be recalculated and the system state will also be updated. Finally, the congestion control log will be collected as the supplementary samples and be transmitted to the sample space.

Overall, the offline training layer can periodically supply an available Q-table to the online learning layer and reduce the computation delay caused by online training. The online learning layer executes the trained congestion strategies and produces new supplementary samples to the offline training.
layer. By replaying these samples, the values in the offline Q-table be more accurate. The TLQ algorithm is formulated in Algorithm 2.

V. PERFORMANCE EVALUATION

A. Simulation Setup

To evaluate the performance of proposed solution, we implement QE-MCC and compared solutions: LIA[16], SmartCC[11], and DEAM[10] in the NS-3.29 platform based on the MPTCP implementation published in [28]. The simulation topology is shown in fig.5. A most common scenario in our life is simulate where a mobile device access the sever through both Wi-Fi and Cellular interfaces. The parameter settings are shown in Table I.

To simulate Internet traffic, a background flow is injected into the network. Having the results shown in [13], the background flow has the following details: 49% are 44 bytes, 1.2% are 576 bytes, 2.1% are 628 bytes, 1.7% are 1300 bytes and 46% are 1500 bytes. These packets are also carried by different transmission protocols: 90% by TCP and 10% by UDP.

In the tests, the multiplication factor $\phi$ and addition factor $\varphi$ are chosen from a set of discrete values: $\phi \in \{0, 0.5, 1, 2\}$ and $\varphi \in \{0, \pm 1, \pm 2\}$. There are 20 available actions in total. The clustering center $c$ is set as 4. The learning rate $\theta = 0.5$, discount rate $\omega = 0.2$ in Eq. (18), greedy factor $\varepsilon = 0.1$ in the $\varepsilon$-greedy policy.

B. Performance Analysis

Before the transmission, the offline Q-Table was firstly trained based on the prior knowledge. To estimate the training effect, we introduce the normalized reward, which can be calculated by: $(r_a - r_p)/r_a$. The parameters $r_a$ and $r_p$ are separately the actual reward and predicted reward. Fig. 1 shows the normalized reward vs. training time. From the figure, we can know that the normalized reward grows quickly in the first 15 minutes. The normalized reward reaches about 0.78 when being trained 15 minutes. Then the normalized reward is growing more slowly. When being trained 20 minutes, the normalized reward is about 0.9. When being trained 35 minutes, the normalized reward is about 0.95. Fig. 1 shows the

Based on the prior offline Q-Table, the transmission simulation begins. During the simulation, the server sent data to the mobile device through two sub-flow concurrently. The multipath transmission lasted for 600 seconds. The throughput, delay, and energy consumption data of different solutions were recorded and analyzed.

Fig. 7 illustrates the CDF of average throughput. From the figure, we can know that the average throughput is mainly higher than the other solutions. About 46 percent of the average throughput samples for QE-MCC are higher than 10Mbps while the compared SmartCC, DEAM, and LIA solutions are separately about 31, 11, and 3 percent. This is because that QE-MCC can comprehensively formulate the
stability and trend parameters of transmission system. The accurate system estimation can help the learning algorithms find the optimal congestion control actions more easily.

Fig. 8. The quantitative analysis of average throughput

Fig. 8 illustrates the quantitative analysis of different sub-flows. From the figure, we can know that the total average throughput of QE-MCC is about 9.8Mbps, while compared SmartCC, DEAM, and LIA solutions are separately about 9.1Mbps, 7.7Mbps, 6.0Mbps. The total average throughput of QE-MCC is about 7.69%, 27.27%, and 63.33% higher than the compared SmartCC, DEAM, and LIA solutions. From the average throughput of subflows, we can know that QE-MC trends to move more traffic to the Wi-Fi flow. This is because Wi-Fi flow is more energy-saving than the cellular flow. The energy factor in the reward calculation make the agent prefer to send more data on Wi-Fi flow.

Fig. 9. The CDF of average RTT

Fig. 9 illustrates the comparisons of CDF of average round trip time. From the figure, we can know that the average round trip time of different solutions similar. QE-MCC performs a little better than the other solutions. About 78 percent of the RTT samples are shorter than 90ms while the compared SmartCC, DEAM, and LIA solutions are separately about 65, 55, and 50 percent. This is because that QE-MCC trends to move more traffic from the cellular to the Wi-Fi sub-flow. The Wi-Fi sub-flow has lower core network delay which can decrease the average RTT. But Wi-Fi sub-flow has packet-loss rate which will increase the average RTT. Overall, the final average RTT of different solutions are not that different.

Fig. 10. The comparison of energy consumption

Fig. 10 illustrates the comparison of energy consumption. We transmitted a 500MB file over the proposed network topology. From the figure, we can know that the energy consumption of QE-MCC is lower than the other solutions. After sending all the data, QE-MCC consumed about 770J while the compared SmartCC, DEAM, and LIA solutions are separately about 830J, 790J, and 860J. QE-MCC can save about 7.21%, 2.53%, and 10.46% energy than SmartCC, DEAM, and LIA. This is because that QE-MCC take the energy consumption in consideration when calculating the reward. The learning algorithms can find some more energy-saving congestion control strategies.

VI. CONCLUSIONS AND FUTURE WORKS

This paper proposes a Q-Learning based and energy-aware multipath congestion control scheme for MPTCP in mobile wireless networks. To address the problem insufficient state awareness, the stability and trend parameters are introduced to give a comprehensive formulation to the multipath transmission system. Then a Fuzzy C-Means based clustering algorithm is proposed to simplify the high-dimensional state samples. After that, an Energy-aware Transmission Utility Model is designed to quantify congestion control effect. Finally, Q-learning based two-layer multipath congestion control algorithm is presented. The simulation results show that QE-MCC outperforms than other standard and similar solutions in throughput, delay, and energy-saving. In the future, we will try introduce more intelligent algorithms to multipath congestion control.
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